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This Lecture Scries No.82, on the subject of Practical Aspects of Kulman Filtering
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FOREWORD

This Lecture Series, No 82, on the Practical Aspects of Kalman Filtering I'npkmentation is sponsored by the
Guidance and Control Pancl of AGARD and organized by the Consultant and Exchange Progrem.
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The developmentof ihe Kalman filter in the early 1960's removed from the Wiener filter approsch the assumptions
of stationarity and the availability of an infini‘e time interval of data. The solution, in the form of a recursive computer
algorithm., made study and analysis of its application to guidance and contrel a relatively suasightforward matter
Early hardware implementations at the Charles Stark Draper Laberatory, Autonetics, and elsewhere validated the
conceptual framework and practicality of the filter implementation for a variety of problems.
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In actual practice, however, considerable experience is nceded when the avestions of modeliing. design, and
implemuntation ase considercd. Each of the lecturers brings to this series a depth of exeerience that was gained
by “*hands on" development of filters that work with hardware.

P T

The emphass througirout the Lecture Senes 1s on developing practical approaches to the development of filters
which lead to satisfactory system performance. where “satisfactory’” 15 defined by the design engincer. “‘Satisfactony™
is used instead of “optimal™ because, as cach of the lecturers points out, the opimmization of a particular titer
mechanization generally includes many factors that are difficult cr impossible (0 describe mathematically, such as
the tradeoff between computer requirements and performance of the filter. The techniques and approaches
described should be apphicatiy to a variety of guidance and control problems.
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:The Charles Stark Drapur Laboratory, Inc.
Cambridge, Massachusctls.
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EXPERIENCES IN THE DEVELOPMENT OF AIDED INS FOR AIRCRAFT
by
Dr. Stagley F. Schmidr
Apalytical Mechanlos Assoviates, Inc.
80 W. El Camino Real
Mi. View, California 84043
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Expeiisnces in the development snd test evaluation of Kalmao fliters tn aided navigation systems for alrcraft
aro presonted, Dasigua for two operationsl systems for eprouta-ravigation uses and two experimental systems for
Wil kide sal iaoulng UBes Al Geeuiibed, Tuo pallaas, togimal e . L develonmants] apnrnach used with
examplas from the sctua) designs. Practical considerations are stressed rather than the mathemattoal formulaiions
and theory. Detally are presentod om the square-root implomentation of the Ksiman filter which |8 used {n three of
tha actua) systome. Problems ancountered (n actual designa and the solutions selected for these problems sre dis-
cussed, A brief overview of the posaible future trends (o aircraft navigation systems is also given,
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3. Introduction

Thie lectu* ¢ presents the author's experiences in the development of Kalman filtera for comblalng external
(uavald) mossurements with an (nertial navigetion system to form an "'alded’' INS for aircraft-navigation purpuses.
This exparience Includes decigns for two operational systc ms for enroute-navigation uses and designs for seve ral
experimantal systems for terminzl-area and landing uses. Theso designs have been made over the past 10 years, 3 7
during which airporne-comptar technology has advanced tremandously. Theae advances in computational capabilities, :
along with advances in thecry, have pro-ided for the design improvaments which are discussed, The inertial sensing 2
devices used In Lthe designs have covered rangcs from high-accuracy platform-type Inertial measurement units (IML) 3
to very simplu low-accuracy strapped-down scusors.

i 1 g
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The lacture hogits with a briof overview of alded Inertial navigaticn systems, Characteristice are discussed
which aru relevani to the subsoquent material, and this ie followed by the main topic covering the de~slopmornt
approach used with examples from the actual designs. Scme probleme which Lave been experlonced ln actual systems

aro also described, The lecture coocludes with a brief overview of the poesible future trunds in alrcraft navigation
avslems.
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2, Ovearview of Aided inertial Navigators

oo o

Figure 1 is a highly simplified block diagram {llustrating the fundamental operation of one type of inertial
navigation systsm. Th priacipal components, the ineriial measurement unit (IMU) and the computer, are shown.

INERTIAL MEASUREMENT UNIT DIGITAL CONMPLTER : =
// l Initial Cinudltmoa = : E
o | Navigation |— » Position l -
/ Accelerometers L"'_‘\_" S::g;:':r:n‘::f:r _l""‘} Equations e velocity {
' pulses) | l
{ drive ' . |
\ torquea ’ | I H -=a
\ [ o/ | |
Pladorm |error /
. Gyros Steble Platfolm eagete
\ Drive P—— Commandr | {
. (gyro commands)
A /’/ | } |
\\_,f ‘__—‘._'__.—'“____-_’ :

Tigure 1. Simplifled Block Diagram of an Incrtia! Navigstion System,
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The IMU containa a stable platform on which throe gyros and three linear acceloromoters are orthogonally
mounted. As lmplles! by ita namo, tho stable platform maintains an orluntatlon commanded by the computer, which
I8 independent of the orientation of the case, This {8 accomplished as Indicated In ¥igure 1 by sensing error signals
from the gyru-output-axis pickoffs und through feedback providing the appropriate platform-drive-nulling torques,
This {nnor-loop {eedback-control system must have sufficient gain and dynamic response to keep the pickoff errors
amall, regardlesa of IMU-case attitude motlons,

If the Inner loop functions propurly, then the platform maintains the orlentation commanded by the computer,
Each gyro, however, ia an lmperfect devicu and tends to exhibit a small drift rato, ‘That {e, even though the gyro
output axis is nulled, the gyro case (fixed to the platform) s a rotation rate about the input-axia direction, which
diffors stghtly from the command rate, Those drift rates urlse beeause of Internal rotational imbalanees in the gyro,
torquer-scale-factor errors, and from several other more subtlo mechanismg, Estimates of these drift rates can
be used to minimlze their effect on platform orlentation by applying appropriate compensating signals to the gyro
torquers,

As indicated in Figure 1, the accelerometer outputs are the measured specific forces which are sent to the
computer in the form of a pulse traln or the sum of pulses over u specific time Interval, 'The specific force vector,
{, is given as

fsrva-~g

where

]

a = the inertial acceleration vector

i

g = the gravitational attraction per unit mass

If the position is known, then g can be calculated to a high degree of accuracy. The navigation equations calculate
the acceleration from the measured specific force and the caleulated gravity, and doubly integrate these accelerations
for position, These calculations are executed at a sufficlently high rate that the position and velocity are continuously
avallable (for all practical purposes),

To Inltiallze operations, the system must be aligned so that the coordinate frame of the computer und the plnt-
form are colncident, and the Inttlal position and velocity must be inserted into the appropriate cells of the computer,

The stable platforms {or most nircraft navigation systoms are commanded to stay lovel with respect to the
local vertical. This moans that two of the axes lie {n the loeally level plane and the third axis lies along the vertieal
plane. The navigution equations solve for the velocity with respect to the earth (rather than inertial veloeity) in the
moving coordinate frame, which stays In the locally level orientation, A frequently uged set of navigation cquations
are referred to a wandcr-azimuth geodetic-vertical mechanization, Wander azimuth means that no attempt is made
to keep the azimuth of a level axis in any preferred direction such as north, The azimuth gyro is torqued with the
computed vertical component of carth rate In such o manner that the level frame remaing {ixed with respect to the
earth when the aircraft is stationary,

The stable platforn: is initlally aligned by first driving it (with the torquers) until the two level-aceeleraometer
outputs are zero. Once it has been leveled, its azimuth with respect to north Is determined by monitoring the level-
gyro command rates which are neceasary to keep the platform level in the presence of the rotation rate of the earth,

Platform-~type inertinl navigation systems are in widespread use today for both military and commercial air-
craft, The commercially avallable systems huve error characteristics which grow from alignment at about 1
‘autteal mile per hour. This error growth is primarily caused by gyvro drift rates that are not propeciy comperagte!
for In the computer. The vertical channel in these systems is either clamped that is, not used) ve a Paromerrie
altimeter is used as an altitude reference for stabilizing the vertical channel.

Figure 2 shows a sample run of a frec tnertinl navigation system in the laboratory., The svstem was allgned

for about 15 minutes prior to starting the system in the navigation mode, The error growth with time is evident in

these results.,
L]

Figure 3 shows the inertial path ag computed by the free tnertial system versus the position computad from
the multiple-station DME measurements, In this Instance, the navigatlon syvstem was allgned at point 1 on Figure
3 while the atrcraft was stationary. The aircraft then took off and flew the path close to that indicated by the DME-
derived positlon,  The aircraft flew over the starting point at the end of the run, which at least is a one-point check
of the DME position accuracy. As may be noted, the deviation between the two pathg grows with time from initiall~
zation,

Error growtha of 1 nautical mile per hour are certainly tolerable for many enroute-navigation purposes.
Thaey are, however, completely unacceptable for terminal-area and Innding purposes. The traditional approach to
solving problems like this is ‘o have a separate navigation svstem for cach phase of flight: for example, we could
ase a multiple -DME solutton for the position reference during enroute and terminal-arca phases, (n (inal approach
we enuld gae the 118 for the reference, With such a mechanization there 1s no need for the INS, as long as the air-
craft Mes ia areas where the multiple-DME measurements are possible,

In regent years, military uges have required aceurate navigation during reriods when no external nav-ids are
avatlable, ax well ag acenrate navigation for long pertods of fight, The free inertial navigation systems could not




= - V"

4 "\» 1.3

% T—

3 3.0 v — - -
E O + latitude
& L O = Longltude :
% T & - Radial Error : =
%E E 2.0 1** t - \ = |
= : | &‘306) z =
g g <°&> ) = - =y
£ ¥ i v 1 B E |
E v o pooofIy 3 =
3 2 toressre] i
3 E L | 4 i
£ < ‘ i
11 1.0 4
. j :
F - =
= — reb— dm ) 2 E
T 0 1 2 3 " 3
3 Time () e
£
5 4
: Figure 2. Laboratory System Firee [nortial Navigation Performance Followlug Fine Greund Alignment H ;’
5 38.0 T <—{f _ ;;
I |

: e . .

37.8 ) —

H h

— Froe Inertial

i
tL:DME-Derlvad Poslnuxﬁ

aT.e

latitude (©)

: 47.4 S ] '
3 .'\‘
R N .
! | ]
1214 c1al1 ~120, 9 -120.5

;
A1

i
£
i
:
M
13
[
H
b
1Y

Longitude ()

Figure 3. Flight Chasacteristice ol an Expertmental Mavigatlon System




14

satiafy the requirements, so alded nuvigation aystema came (nto oxlstence, For example, the first systems were:

Q) Doppler~inertial,
2) loran-lnertial,
3) stellar-inertial,

Generally, these first systems had aimple algorithms for combining the Inertial data with the navaid measurements,
aince the alrborne computational capabilities were quite limited, Kalman filtering was introduced. and alrborne
digital computational capabllities improved substantlally In the early 1960's. These two events have led to far greater
sophlstication of the algorithma In alded Inartlal navigation systems,

Figure 4 ls a simplified block dlagram of an aided lnertial navigation system for a platform~type IMU. The
systom i8 mechanized such that the estimated state is calculated (1.e., updated) at a moderately high frequency (10
to 40 Hz). The Kalman fllter uses the navaid measurementsa, along with the estimated state, to estimate the error
staie. The error state |s, In turn, used to corroct the estimated state, This process of estlmation and correction
is done at a conalderably lower frequency (from 0,017 Hz to 1 Hz In the designs the author has implemented).

INERTIAL MEASUREMENT UNIT
aMu)

fo===== e e h

DIGITAL COMPUTER
——— P — -
(]
]
)
|
]
{

)

-—a——y

Accelerometers 4 IMU

X(t)

po—-
o s el

{ Navigation .
CO;?(‘;?‘"' ~%1 Equations =& Xx(t)
Platform Drive W :ll odel w {
Gyroa g | Q—C’—JJ F !

i

)

A ]

dx i

3

NAVIGATION AIDS '

Pome e ccccacame—y
)
! Altlmoters, VOR/DME |} yt)
' Recelvers, "._“‘.—' Kalman-Filter
' ILS Recolvers ) ]
s ————— H
:
! Measurement, initlal state
! and state noise weights
betmemeaccn —aconm———— ———————— -
fn = digitized accelerometer data
f = compensated acceleromeotor data in computer frame
wc = desired platform rate
wg = compensated platform command rate

x(t) = estimated state

Incremental state c¢stimated by the fllter

c.
b
o

y(t) = vector of measurements from the navigation alds

Figure 4. Block Ciagram of an Alded Inertial Navigation System

The primncy objective of this lecture is to show experiences with design and tests of such alded inertlal naviga-
tion systamas, Before dolng this, it (s pertinent to consider what the error characteristics of a properly designed alded
my3tam ahould be, First, in the presence of navigatlon-aid measurements the error in the est!mated state should never
be worae than that of the measuring device. For example, If we were using DME to ald the Inertial navigation system
and *he DME error were around 500 feet, then the system errors should be of ti» order of 500 feet or less. In the
absencs: »f navaid measurementa, the error in the estimated stato will grow In accordance with the {ree {nortial
charnct -'stlce, The rate of error growth depends on the fiiter cesign and the error characteristics of the IMU. The
mora wopuliaticated flitara eatimate the parameuters such as stoady gyro drifts, tllt errors, and so forth, With such
aystema the inoctial syatem enters the free inertial mode In a well-callbrated conditlon, 1f the real error sources
are dotonrminiatic, then the rate of error growth during the froe inertial mode can bo vory small,
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Cxperlonces in Fliter Design and Validation

Thie vection .ren=ats material in the general chronological order of filter development that has been experisnced
by the writer, Examples [rom sovural svsterms and suggestions based on expurlezce are included, An attempt is
made to describe the highilghts, the problem areas, ard the soiutions which hat : Yeen used (n these systems, The
principles and practical considerations are emphasized rather than the matheme‘tcal formuistions and theory.

3.1 Overview of the dusign problem. One of the most important 1. ctora in the design =i Kalman fiiters {s (o vb-
talniug a complete understandiig of the ovarall pioblom, One lavariably starts with a knowledge of:

) The performance objectives or requiremente.

2) The constraints on the equipment, For example,
(a) The IMU may be speclfied,
() The computer mav Le specified.
(c) The navaid rcferences (meaeurement devices} may be specified,

(3} The desized inodes of operation, For axamyle,

- (@} Ground allgnment,
[L]] Air alignment (air start).
{c) Barometric altitude-iaertial.
(d) Tacan-inertial.
(e) Stellar-inertlial,
i3} 1L3-lnertial (for landing).

4) Whether the system 18 to be automatlc or a navigator I8 to be involved in the operations,

() The development schedule,

In the deveiopment of the CSA alrcraft navigation system we had relevant (nformation or each of the (tems
shown in Figure 5 {1]. Generally speaking, one starts with a eumple functional diagram as shown in Figurs 5, zlong

with all of the uvallable information on cach of the devices and the des:go objectives, and onv perinring & preliminary
design, Thie preliminary d-rign focuses a good deal of attention on the constraints imposed by the digitai computer,

Primary Auxiliary
Digital Digltal
Computer Computer
. (Northrop) (Northrop)
v IMU w{ 1/0L A-D/D-A Converters  |e Cli’““:"
. anu
(Northrop) m___ﬁ (Northrop) | (Northrop)
T | i
Doppler Indizatoy
Radar | E—— | Panal
(GPL) (Northrop)
i Loran ._: A.r Data
e #1
(Collins) ——{ Computer #1
VISP (Ellfot) |
r—————— ! AirData |
Tacan H Computer #2 {
(Hoffman) ) L —_— Lt
S - s o om VIPUIY (T VPP
r r
1 Rad . Attitude & ! Attitude & |
i ar Heading | Hoading =
| (Nordem) [ 1 Ref #1 | Ref#2 i
| SN [ S ¢ -1 LA ¢ 71 N

Figure 5, Block Diagram of C-5 Navigation System Equipmente,
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: For example, the navigation functions assoclated with-

¢V} Bringing all data into the computer,

@ Servloing the display pevel.
3) Solving the navigation equations.
N 4) Servloing the platform.

i -

may require a sigoificant amouat of the available memory and real time of the computer, If the computer must also
execu’s guldance and coatrol logle, then evea more memory and resl time is used for nacessary functlions other than
filtering. The praliminary design allonates memory und real time to each of the functions to be executed !n the alr-
borne computer. Quite dsbvicusly, the percentage of real time and memory allocated to the Kalman flter can have a
- stroug iofluence on the fUter deerign,

!n developing the prellminary deslgn for the filter coe must select:
o8] The number of s'ate varlables.

) The numbar of meagurements,

3; Which measurements at any tima period (or mode) are to be used,
“4) Tha filter cycle timea, and so {orth,

Tbhis selection must satisfy the mcmory and real-time coustraints of the airborne computer and saitsfy tke accuracy
requirement s of the spectfications,

To the author's knowledge, there i3 no stralghtforward deslgn procedure; rather, one uses a cut-and-try
approach based on past exparience and ensembls error anclysis (if avallable) tc give & tertative design.

bt b b M

Io rele.ng machine time to numbel of measuremwnta, cycle times, and number of state variables, the equations

in Reference (2] are usefu) for praliminary design purposes. For the aquare-root covarlance 1 filter, the reference
givou:

“ I ‘r i .

i3

10:)3 2 8 %

, Q) Number of multiplies = 6 tD EBrt+m+1l)+o(dr *+m+ -6-) +2r
5 ) 7—
E @2) Numbher of aide =3-g-2-0n2(3r¢m--;-)¢n(r+%).r 7
E’ )l Number of sGusre roots  =n+r g
) Number of divides ~0+2r 3

where =3

n = aumber of state va~iables
m - gumber of random forcing functions
r = pumber of mesyurements

'

:

9

b We take ar an sxampie a piatform syatem with a threc-axils Kelmun fliter and measuremenis conslating of

.E TACAN range and besring plus barometric altitude. We assume the following state variables are estimated by the filter: :

ﬁ 4

{ =

1 Three componerts of posltioa, j

b -

: E|

: 2) Three compouents £ velocity. i
(&1} Three components of platform/.computer mlsa ‘gnment (tilis). %
) Three compone its of gyro drifta, ;
®) One component of vertical eccelaration biae, §
(€) Three comjuneuts of measurement callbration.

The lost seven state varlables are assumed 1z b treated as expunentially correiated nolse in the filter,

k|

! For the exampla a = 46, m=17, sud v =2, We aleo aspume that this perticular computar has the following
tlae lor the operaticny (v inlcrogecon!s,
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_The equattons,

Q) Maltiply =24
2) Add =8
) Square root = 200

4) Dlvido =~ 24

loeg with the computer saruraptions, give:

Exacution time

Number (mllliseconde)
multiplies 11,510 276,240
7,;, adds - 10,859 65.154
. _WJiare roo's 18 3.6
" divides : L 22 ' " 0,528
vyrkrwl (for indexing, etc,) 95.154
TOTAL a 410,676

The overhnad used depends on L soinpuler inatructina capabilitlee, A time equal to the aAdd time has beon
reasonable fcr the computers used !y tho autlor.

The total tine (410,876 milliseconds) ls the estimato of the executlon time if 81l calculitions are executed
Requeutially, Other calculstions take priority over the filter. 1f the filter were allocated 20 percent real time for
this problem, _aen the filter could be cycled every 2,0544 secondn, I the measurements are to be accepted at a
higher rat~ ‘a «,., 10 He), thon we must introduce data averaging (preprocessing log'c) or simplify tha filter sub-~
stantlally. -

This type of Information, along with the available frequency of the nsvald data, which is frequently high (e.g.,
40 Hez for elevation dala irom the mlicrowave larding system (MLS)), 1llustrates the practical problems of:

i) Wiat data should be mccepect 7
@) Should preprocesslog (e.g., simple averaging) be used so that all data can be accepted ?
3) What mintmum frequency of filter cycling is required?

These typa of problems have to be resolved in the design,

3.1 Navigation Equations, The navigation equations rccept raw accelerometer data and calculate positiou, velocity,
and platform-control torques. In the alded systems discussed, the navigatiou equailons are used to keep the best
estimate of the state current. This means that the form of the navigation equations bes to allow the estimated error
state to be lutroduced and correct the estimate. The error-atate vector for a three-axis implemertation will have at
least 10 components:

i) Three position errors.

2) Thre: .eloclty errors,

3} Three platform/computer misalignment angles (tilts).
(4) Ong vertical acceleration blas.

The position, velocity, ard acceleration-bias estimates are carried in reglsters in the computer so that there is never
a problem in adding estimatod errors to the state, The tilts are uot immediately changed, unless the navigation equa-
tious are inectantzed in & manner whizch permits this change. Figure 6 {s a block diagram of the type of mechanizatlon
whick provides for compensation of tho domlaunt error sourcea of a pletform IMU, iuciuding tilts, The accelerometer
outputs are compensated for dias, scale factor, and misaligninents before compenasation for tlite. 7The output of the
compensation I8 the specific-force vector usead by the navigation equations. The comp.ted platform rate required 1o
keep the platform level s compensated for tilts followed by scale {actor and misaligomonts, steady drifts, and drifts
due to mase unbalance (g-dependent drifts). The mechanizat.on showa peruits a leveling rate to drive the estimete of
tilts to zero without having aoy {nfluencs on the navigation or eatimation re.ults, Tbhis type of riechanization has the
{sllowing advantages:

1) The linearigation assumptions embodled in the filter algorithm are lese prone to cause problems,
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Compensation for

C(}l:m::“m Sealing and Compensation for Compensated
Misalignment Platform Tilts Specific Force
Specific Force + X~ fp fL
{Accelerometer f=cf } f= LTpf S
Outputs) 232 1
Compensation for Plafform Rate %

Gyro Drifts Caused to stay level
by Specific Force (earth rate +

craft rate

4 =%d) ’

| A
Compensation Cerapensation for
for steady d Scaling and Compensation for
Drifts g Misalignment Platform Tilts
Command Rates - " wg c “ % TL
= W =
(Gyro torquers) A A “’g g w, AA p p w
Tilt Update
1 L ¢ “
pT p’r oW pT Leveling Control

Figure 6. Block Diagram of Software Compensation for IMU Anomalles

2) Control for platform leveling is completely (ndependent of the estimation probiem, Estimates of

state changes due to the leveling control need not be varried by the fllter while the platform is being
leveled,

(3) The conceptual "errorless navigator' is a perfectly compensated real platform rather than an ideal
errorless platform. This modeling simplifies (at least conceptually) the development of error models
for the Kalman filter,

This mechanization has been {mplemented in two of the systems the author has developed. Its only disadvantage
18 a small increase in the memory and real time required by the navigation equations in the airborne computer,

3.3 Systems Modes. An alded INS for airborne uses must generally have the following modes:

1) Warm-up and coarse alignment.
(2) Fine ground alignment (platform i{s leveled, heading estimated, and gyro drifts calibrated).

) Aided navigation using the available navigation measurements in accordance with some predetermined
schedule or priority assignment.

(4) Airstart (for a restart in the air in case of power dropout or other causes),

In the systems the aathor has worked on, Modes 2 and 3 are very similar in the filter implementation., The
prime difference is in the type of measurement used for lhe mode. For ground alignment a pseudo-measurement {8
used, which gives the information to the filter that the aircraft is stationary on the ground. For example, changes in
gnslition (from the Input reference value) as the accelerometer data is integrated are attributed to tilts, gyro drifts,
and su forth, In accordance with the dynamic error model used in the Kalman filter. With such a mechanization,
ground alignment can be termlinated at any time by simply removing the pseudo-measuraments from the fllter. The
filter cova-lance will be properly inttlalized for subsequent alded uses with this type of system.

The airstact mode has been tmplemented so that:

(1) The iniiial state is set from available measurements or inputs. For example,

*
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) The platform (s coarsely sligned in lavel fiighe,

o) Platform heading is set froin magnetic compass plus nput,

o) Velocity reglsters are computed from airspeed and beading information.
«) The position registers are set from TACAN and barometric altitude dasa,

@) 'The inltlal covarlance matrix is set (n accordance with a reasoasble error madel of the state initlaliga-
tion used (n item 1,

This system is then started (n the alded mode (Mode 3) and, Uf navald measurementa continue, the systam coaverges
10 a reasonably aocurate oavigation reference. If the system were to enter a period of free (pertial operation (no
navaids) right after such a start, ths performance would be vezy poor.

3.4 Error-state Varisvles. The error states for four systerne tbe author has worked oo are listed in Table >.
System 1 1s the C5 navigation system described in Reference (1], This system uses 16 error states for s thre-
axis implementation of the aided navigator, Of these, 13 are used for the inertial ntvigation errors snd three are

used for n.gnid calibration,

Table 1, Error States for Four Example Desigus

BYSTEM 1 SYSTEM 2 SYSTEM 3 SYSTEM 4

posltion error 3 2 3 3
velocity error 3 2 3 3
tilt error 3 3 3 0
gyro drifts 3 3 0 0
acceleration blas 1 2 1 3
Doppler 2 NA NA NA
star tracker NA 1 NA NA
airspeed . n
(winds estimsted) NA 3 NA “
barometric altitude 1 NA® 1 1
TACAN
(range and bearing) _o_ i E.A_ _2_

16 16 11 14°°

*The vertical channel wae stabllized by a constant-gain filter using Larometri: altitude as the reference. Tuls fllter
was external to the Kalman fliter.

**This system uses two Kalman filters in paraliel. The level chaunel has 10 ersor states and the vertical channel has
four error states.

Systern 2 uses a <tar tracker as the primary navald. The vertical channsl of this mechenization Is stabillzed
with barometr lc altitude data by a constant-galn filter external to the Kalman filter., Here there are 12 states for the
level-channel errcra of the inertial navigator, ooe stata for calibration of the primary uavald, and three states for lo-
corporating atrspeed information into the Kalman fllter. Winds are estimated by ihe Kalman filter in this application,

System 3 was an exporimental system (3, 4, 5] for potential usy lo autowatic landing. The primary navaid
reference was a precision ranging system using three transponders which were located at selected positions with
respect to the runway. This mechanization used 10 error states for the three-axis inertial pavigator and one srror
state for navatd callbration (blas in the baromtric altlmeter).

System 4 (s an experimental aystem for potentls] use /n aircraft landing opsratious where the microwave
landing system (MLS) is the primary reference, Inthis im'tanco, real-time constraints of the airborne computer
caused the filter to be configured as 10 error statss for the level channel, and a separste (run-in-psrallel) four-
error-state fllter for the vertical chaanel, It has uine error states for describing error of the inertial reference,
and five orror states for navaid calibration, Airspeed data is used o the lenv»i-channel filter, so two of the error
states are for estimaticg winds,

The first three systems all incorporate a high-accuracy plrtform-type IMU, Systom 4 upes a low-cosl
atrapdown reference IMU consisting of directional and vertical gyros for aircraft attitude snd a triad of body-
mrwted accelerometers. The gyro and accelsrumeter outpuls are digitized by a 12-bit A/D coaverter. The
accurscy of this tnertial refsrence I8 very low; bowsver, the MLE measurements are of bigh accuracy and almost
continuous, e< the overall system accuracy e adequate for automatic landing.
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The desige of all of the systems wan llmited {» the mumber cf state varisbles by the real-time or mesmory
constraints of the airborne computer. The particulay error stetos used were ssleocted s the best compromise for
tho particular application of the systex. Soms other relevint information oa these systems is given ia Tebie 1.

3.8  Filtsr Algorithms. The first aided INB for aircraft navigation uses experienced by the suthor was begun {n
1968, The extended Xalman fiitor with the covarianoce mstriz calonlated in the computer was (mplementad in this
m The potentis! scaling problems with fized-point arithmetic led to the salectios of 14-bit flouting-point soft-
‘ware for the filter. Several sumerical problems wers exporicoced and "fizes"” were added tu provide a satiafactory
sigorithm. The square-roct algorithm (without forclug functicos) was developed by M T for ihe Apollo system in the
oarly 1960's. A fairiy efficlent square-root algorithm, tncluding random forcing funotions, wes developss by the
suthor (o 1968 (6] ; however, It was not untfl 1970 thst the algorithm ocould be applied. By this time, s more efMolent
“algorithm was svrilable [2) and was therefore selocted for Systera 3 of Tables 1 and 3.

Table 3. Characteristic of Example Systems

BysizZ ) SYSTEM 2 BYSTEM 3 SBYSTEM 4
Filter algorithm Extendes Xalman Extended Kalman Exicaded Kalman Extended Kalman
norme'  .ariance squAre-root cov, Aquare-root cov, ‘squags--root oov,
Computer arithmetic 13 bit -~ sigm 31 bit + slgn 23 bit + slgn 17 bit + sign
fiosting point fized polnt fixed pelot fixed point
software
Cycle time Mef. 1) 60 (sec) 2 (sec) 1 (weo)
Measurement oQ OO meas, on soMe MuAs. Do on all mese.
avoraging
Multiply speed software (slow) 12-24 us 32 us 24 us
% real ttme ? 10-20 30-40 23-27
Storage 2-3 k 28-bit words 5.8 k 16-bit words 3 k 24-bit words 3 k 18-bit words
Developmeat 196¢6-1568 1972-1974 1970-1872 1974-1978
period

The algorithms used in Systems 2, 3, and 4 are, for all practical purpoces, identical except for misor
molifications for the specific application and the instruction repertoire of the airborne computer, The sguare-root
algorithm used for (hewe systeme is summarized in this section,

Toe timing and order of culculations carrled out in the fllter is described with refersnce to Figurt 7. The
filtor reference tlme is updated at » relativoly low frequency compared to the other operations shown,

j-———— filter pericd —————n|
a =l he—

% = (l11or reference times X %a

&4  * pariod of sccepting measurements
&/m « perind of oavigation udate

Figure 7. Tuming for Filter Calculations,
]

The mavigation-equstion update cocurs at the highest frequency. Lcgic for processisg messuiements lo esutered
every mth oycle of the uavigation equations. This logic computes resikiual sume for measurements which ars baorled
{n this msnoer, or residusis for the measuremanta which are handled discretely.
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The filter i ~ence time ia elways behind real time. The masimum lag (before logic will fail to operate
properly) ts two filt. . ,.oriods. Assume that resl time, t, lies in the regioo ty <t <ty,;. The quantities neceseary
for deflaing the trsaaition metrix, ®pt; ). are calculated at *be frequency of accepting measurements,

As provicusly mentioned. two types of measurement préeprocessing have beor {mplomentsd:

@) Residual sums where the sum is carrisd cver a filtar ayole (from t to t.; W Figure 7). U the
meesuring device provides nearly contiowous msagurements, as can be the care for zirspeed and bero-
metric altitude, then the preprocessing logic accumulates rezidusl sums and partlal sums for referenc-
ing the residusl sums to the filter time, t,. Attime ty,y - &, the preprocessing logic loads the

residual sums and partials for processing by the Kalman filter. The arrcys used for sccumulstion Are
cleared for use in the next filter cycle.

@) Discrete metsuraments which occur ai some time ip the time interval ty 10 ty,) as, for exampls,

a position {lx o7 & star fix. The preprocessing lugic forms the restdunl and partial (for referencing
the residual to time ¢ ) and ioads the data for processing by the Kalman fllter.

The Kalman-fllter logic is arranged so that oncs keved to procees measursments, it will take care of all the
measuremants and then reference the incremental (error) state to current time. In this manner, errors in the esti-
mated state are corrected as soon as possible. After the filter bas complsted all the measurements in the time
imterval t, toty,;, the logic performs a time update to establish 3 new filter reference time at LYRR

—-The fliter equations for the incremental state, dx, and the square-root covariance, WT, are:
Q) Time Update
dim) = #a: g ) diq) @)
Wit )y w )'!‘ = P(t,)
K Wity " @)
where

P(lk) =the nxn covarlance matrix, and

wit )T = the nxn square-r2ot covarlance matrix updated in the
filter

Then, W(tkd)'r ls formed by the twu-step computational order:

g —

T
SRR
mT UT(&k)

¥

) Step?2 w('kq)T = AT reduced to upper trigangular form with
the Huseholder mlgorithm {2),

In Step 1 we note that AAT - “'\m‘ t\) P(tk) OT(:‘M; Lk) . Uuk) Uak)T.

This shows that U(t.) reprcsents the square root of polse contribution to the growth of the covariance
matrix 1o a time

) Measurement Update

st -

di =dx  + K& (Ayk) - Hkyd£) )
where

Ay(k) = the residual or residual sum for the yth :}wuurement.
and

H(k) = the partial (refereoced to time lk,\ for the Ay(k) residual,
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Define
¢= wio)T BT

n=wk) ¢ (5)

x= &T¢ + Ran JROV/ETE+ RAO)

Then, K(k} of Eq. (4) is glven by

Ta
K&) =n/€ ¢ +Rk) {6)
and the square-root covariance is updated hy
wioT = wao " - tnT/x M
(3) Transition Matrix
Let j‘ F(r)dr

St tk) =8 tk 8)
The integral in Eq. (8) is approximated by
ot n
thF(r)d'r= I F)a )
=1 i
where
nd=t - ']( 0)
Only the non-zero terms in F(tl) are stored and updated,
When the transition matrix is needed, the non-zero terms of
n n 2
B=ZL Ft)A+( Z Fit)A)/2 1)
=1 =1t
are formed. To implement Eq. (1) the logic below [8 executed.
dx(t) = dx (tk)+Bdi(tk) (12)
The matrix B of Eq, (11) is kept a8 a vector of the non-zero elements. Arrays contalning indices (or

addresses) are appropriately set up to execute a matrix multiply as in Eq. .7} -\thout sny multiplica-
tions by zeroes,

3.5 Deslgn Validation, The alded INS is sufficiently complex that a design validation by m..ans of digital simula-
tion is almost mandatory. In the simulation all the known factors affecting the system are simulated and the overall
system performance {8 evaluated., A simulation consists of the digital implemer .ation of the elements shown on
Figure B. The flight-profile generator shown in Figure 8 produces the specific-force vector acting on the simulated
IMU and a vector of true nosition and velocity, and other items necessary in the measurement simulation., The flight-
profile generator must be capable of producing time histories of the indicated variables for "typlcal' flight plans the
real aircraft will fly.

The IMU simulation generates the simulated accelerometer measurements and the simulated platform response
to torque inputs. This simulation includes the relevant IMU error sources:

(L) Accelerometer scale factor, misalignments, null bias, noise, and quantization,

(2) Gyro scale factor, misalignments, steady and random drifts, mass unbalance drifts, anisoelastic
drifts, and quantization,

The airborne-computer simulation simulates the relevant factors affecting performance:

1) Approximations used in the navigation equations (gravity model, earth-curvature model, and so forth).
() Airborne~computer compengation for the IMU (sec Figure 6).

i3) Scalingz, word slze, ard other numerlcal characteristics,

(4) Kaln.an-flliter approx‘mations in areas such as the transition matrix, measurement partials, and so

forth, »



AIRBORNE-COMPUTER

SIMULATION
Flight Lo MU £, Navigation
Profile 1 Simulation w_ (1) Equations
ag—S J o o e e oo e o
Kalman
Filter
Measurement
2(t) Simulation ¥t

fI(t) = gpeclflc-force vector acting on IMU

"

fo(t) measured speclfic-force vector (by accelerometers)
wc {t)= vector of commanded-gy ' -torque rates
zZ(t) = vector of true position - velocity, etc.

y{t) = vector of simulated measurements

Figure 8, Functional Block Diagram on an Alded-Navigation-System Simulation

The measurcment simulation produces a time history of the simulated measurements which are consistent with
the flight path and contain realistic modeling of the measurement orror sources:

Q)
)
@)
(4)

(5)

Random error sources,

Error sources caused by timing,
Blas error sources.,

Dropouts,

Bad measurements (outllers),

The digital simulation can uncover many problems in the initlal design for an ailded INS. Examples of problems
found by simulation include:

Q)

(2)

(3)

(6)

A singularity in the covariance matrix which under certain conditions caused unsatisfar'z:y - rformance,

A poor selection of the order of data processing in the initial design which gave unsatisfactory perfor-
mance In certain modes of operation,

Mistakes which were made in the mathematical formulation of navigation equations, transition matrix,
and measurement partials in the initial design.

Nonlinear effects in the initial design which caused unsatlsfactory performance with large Initial errors,
Approximations developed in the initial design which were not adequate for the full range of operations,

The compensation for unmodeled error sources developed in the inltial design which was not adequate,

Durling the validation phases these types of prohlems (if discovered) can be readily corrected. In the flight-
test phase their isolation and correction can be very difficult and costly.

3.7 Onboard Computer Program Nevelopment and Checkout, A considerable amount of detailed programming and

checkout was performed in the last tiree systems the author has helped to design. This experience has demonstrated
several important details which are:

(L

It is important to have a good (preferably one-to-one) correspondence between routines in the airborne-
computer program and routines in the digital simulation, If the digital simulation has been properly
modularized, this correspondence is very useful, For example, check outputs for sample inputs are
easlly ohbtain~d; algo, the logical flow governed by flags in the simulation program can be copied in the
alrborne-computer programming.
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@) A detatiod koowledge of the tartructiione execvied to the alitotne computer is dewirable, ¢for
eximple, suppoae that the rmultipiteaiion of two 12-bit worde giva a rvuwvled 22 -bit answer, Then,
one must take cave It {orming the magnitude 7! an inour product of tvio vectora (n crder 10 retain
sigalficarce b the answer.

[e)] Kaowledge nf the interrupt atruciure £nd how the filier will be time sbarexi with the otkor (highrr
priority) logle 1s desirable, One must sef up the vnhoard acf{tware such that all calculativne sre
conpleted futhe allotnd timeo, Neps sbould De ineavied to provide lndication U the time grver of
cxlzulationk lo not proper. Also, the timing of when the messurumecats nre made and when they are
proceacad can be tmportant (o sbtaining the mquired accurscy,

“) Adnoced plaaning and extra actware (8 deaivatle In the chackeutl of the onbosrd-computar program,
A etinuiuted platform and profilo gousiator, and simulated measurements in onbuard softwace is vary
belpful in checking out (b narigeifon equetions and Kalman filtey.

[t)) Proper sualing of variahles is very {mportant In flxed- poiut computery, I Uw filter designer programs
the logic, the details of acaling la avery operatlon are very evideni, ao ono cen easure proper signifi-
capce 03 &i! the gperstivos. [ the programminyg s {0 be given to & programmer, ther very detailed
flow clarte and scaling must be provided to ensure proper algnificunce,

(S, Digital output of maoy varisbler on a prioter '» almost & requirement ir Kalman-{ilktar sheckout.
Buch outpur mwist come (n an va-llee manner without affecting system operstine, This Lype of dats
may roguire special softoare In the atrborns coniputer ko well ae special harduare,

3.5 System Vaildstion, One of the mure Interesting and ctallenging phazes of the wlied INS development is the

fNual validacion. The syatem hardware and aoftware must play tcgether to give the desirad overa’l respoase. Isola-
Cen of the causew of undeslred clrscteristics can be very difficalt. o the anther's pageriensy thy first tosta are In
the laboratary where the ground alignment and {rue ineriial modes era exercleusnd, and subtle prodlsime in bath heoi-
wate And software are discovered and corruoctod. The Kalman filter, which i8 used in fhight, aisq periorms the ground
alignmeui in the designe the author has implemented. As a resclt, a good serios of lndboratory tenta can yxiidaty all
the, Night software cxcopt thal asnoclated with the actual navald moasurementa,

Tbe tmpnrtance of recording spnropriate data for avstem validation in the laboratory and in the fligkt (etr
cannot be overly stressod. Thy niod! demlvabie rovordiugs uwiu such thai post-iiight operations permat.

Q) The use of filter-smoothiag techniquen Lo estimate the time-varying aysetem errors, Thle car be
accomplished ib n general-purpose computer program using the recorded flight date if proper data
is takan.

@) Flayback of the recorded flight data (nto the alrborne computer. An option {n the 1'O of the airborne
computer ckn be deslgned so that recordad Dight data (s used In placo of the actual measureinents.

Itam (1), if availatle, permita oue to get ut beiter models of gystem evrrors for:
Q) Correcting hardware deficiencies,
(2) Correcting filtcr approximations for the rual crror sources.
(3) Correcting the ervors by improvicg the software callbration model.

Item (2), if avallable, permlta one to use the recorded raw date with the modifled software to validate improvements
before later flight tests.

As an !lluatraiion of the type of problems one can encounter in the aystem- valldation phaseg, an experlence In
the RAINTAL system development is described {3, 4, 7). A biock diagram of the expei tmental 3ystom (s shown In
Figure 9. The Littoo LTN-51 INS wag used for three-gxis acceler omoter data for this system and the Ames/("uble
Precislon Ranging Syatem (PRS) wae the primary navald,

The radar altlmeter and the barometric altt~. ..; were alsy used asr navigation alde. The navigation equations
and Kalinan filter were executed in &1 SIY L.u computer, During the design phase of this system, all the avallable in-
formation on the PRS Indlcated thet It was a very accurate ranglng eystem. Measurement errors were bolieved to be
less then about 5 feet. Simulation studles tndicated that a very Ligh-accuracy navigation raeference was obtalnable
(sufficient for aircra® landing) Uf the three transponders of the P33 were properly located with respect to the runway,
The PER measuraments were the ranges tu each of these traaspoaiers, These range meacurements were AvAilable
at u very high frequency, but thay were only used with a 0.$ Hz filter,

)

The system wes flight tested at the White Sanda Misslle Renge (WSMR) where clne theodolite tracking could
glve an excellent referonce trajectory for sccuracy checks. Flgure 1C showas the flight puttern for one of the flight
teatn at WEMR, and Figure 11 shows the range-time higtorles for thig flight, Note that there 16 & slgiificahl atuvunt
of bad dats in these measurements; however, soltware was deslgned to reject these points and the bad data was not a
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serious problem (n the tosts., All the raw data was recorded In the tests so that experiments could be run after the
fact (post-flight) in the SDS-920 software to access accurscy and study anomalous behavlor,

Post-flight processing revealed that we could not achieve the deslred accuracy. After considerable effort the
problem was traced to the PRS system whese errors were considerably larger than previous tests had indicated.
Residuals (differences between the PRS ranges and ranges computed from the WSMR cine theodelite tracking data)
along with the computed range-rate histories are shown in Figure 12. There {8 an obvious strong correlation between
the range error and the range rate., The error source was traced to a design deficiency in the automatic gain and fre-
quency control of the PRS. Although the desiga should Lave been improved and the tests conducted agaln, this was not
done for this experimental system, Instead, a software compensation was installcd to effectively remove the error
from the raw data,

Figure 13 presents time histories of the WSMR estimate computed from the cine theodolite data and three
Kalman-filter estimates computed by the onboard software using the software-corrected PRS data, The onboard soft-
ware uses every 20th sample of the recorded navaid data, so each Kalman-filter estimate shown has a different
starting time and different samples of the recorded navald data, This data shows an excellent comparison between
all of the estimates, which Indicates the potential performance of such an alded INS; however, the real system was
never reflown to give an absolute valldation of this potentlal,

4, Future Trends in Aided INS for Aircraft

The applications-type problems and thelr solutions which have been experienced by the author over the past
decade have followed the phllosuphy of designing the navigation system for some phase of alrcraft operat! Two of
the system which were discussed could be classified as "enroute” systems and two could be classified as - .arminal
area and landing” systems. The emphasls has not been directed at a single navigation system for all phases of flight
from takeoff to landing. Future systems should huve this integrated design approach, since it glves a means of
checking each new class of measurement (as the flight proceeds) agalnsi all previous measuremonts. This should
improve the safety of operations (bad measurements can be reject~d and warnings of failed devices provided),

A related area which has been barely conaldered in these designs is overall reltability of the navigation system,
The deslgna have generally been of a "single thread” type, In that many hardware fallures would require the pilot to
switch to a less accurate aystem for a navigation reference, If the alded navigation syetem is to provide the capability
for all-weather ofierations [ncluding landing, then there Is an obvious need for very high reliability (n sll of the sys-
tems destined for alrcraft use,
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A promistng technique for galnlng bigh reliability ia the inertial sensing devicee used for navigatioo and con-
trol hat been implemanted by The Clarles Stark Drapar Loooratory, Inc. (8, 9, 10). The techuiques unes redundant
skowed avceleromotes s and gyros in a sirapped—down configiratlon (o stabie platform s raquired). Logic o the alr-
burne computers (dual computers are used (o the Implementation) cbecks the raw eeuvsor data and removes fatled
sensors from affecting tho system. The IMU conalsts of etx accelercmeaters and six gyros. Since wuly three of each
type are requlred for three-ax:s Information, there are three aparee of each type (redundaot sensors). The softwarn
In the computers {8 deeignad to detoct and ivolst - fallures of up to two sensors of each type. In addition, the sortwere
can detect & hird fatlure o either sensor typa, but cannot lsolate which instrumsnt has failod, Such a mechan'zation
pravides fall-operational fall-safe performance for one, two, or three fatlures, respectively, of either senscr type.

In order to obtalr 3 reltable paviyutior system foi all phases of (Qight it is necessary to use redur iont pavige-
tion aids as well as rec ent tnertia. eensors. let us examine the mer(ts of the alded INS deplct:.d in Figvre 14,
In thir 8yatem we havo redundant skewed sensors feeding the (atlure detaction and lsolation (FDI) seftware (n .he com-
puler. The FLil software removes effects of falled aensors 8o the upuls to the navigation equations are reliable
signals. Barring computer failures, tbe estlmated state compuited by the navigation equations is therefore reliable.

ro_..TIAL DIGITAL COMPUTER
MEASUE EMENT UNIT
Skewed, redundant [saanor-calibratior] Navigation! | Guidaacs ) To Alreraft
strapped down F™ fadure detection equations Fy dtaplay aud —  sygtems
toertisl eensors (gyros [_sandieolattop_ 1 L____ ___J | |_control logic|
and accelerometers)
Incrementat
ta
NAVIGATION AIDS Btate
Redundart recetvers e e -*-*-*:l '——‘ -
(VORTAC, MLS, | Navaid~ca'lbratlo Kalman
Altimeters _‘4’1 fallure deiect! v Fitor 1
' nd {solutlon | |
air-dsta, etc.) i S b
Covar-.arce
L utimasad Stat-
{ timatod Staty

Figure 14. Block Diagram of a Redundant Avionics Navigation System

That ig_ fai'ures in sensore up tc s8ome maximum oumber are tulerable and d¢ not l..7e a large efiect on the state
eatimate, The accuracy of the state cstimate will depend on tbe pase! history of operation {irom allgnment). Tbe co-
variance mairlx calculated by the Kalinan fUter ce-, on a reliatle indication of thls accuracy, provided we are atle to
detact and izolate (1amove) bad navald meaeurements.

The covarlance matrix and the ¢stimated state are u=ed fn the fallure detectlon and irolation logic of tue
measuremeants {rom the redundant navigation alds, Reslduals calculated in this logic can be accepled or rejected
based on compsarison of the magnitude of the reciduai to calcuiated statistical boundarios which are conslatent with the
accuracy of the nieasurement device and the accuracy of the cstimated state. If such logic I8 used an two redundant
receivor outputs, thea feil-operatlonal fali-safe opcration s possible, If one recelver falls, the logic w:ll automati -
cally reject the messurement, If botk fall, then both will be rejected and the neceseary wacning for pilot actlon wili
be provided, This warning need not take place inatactansausly, since the overall accuracy will degrade slowly rather
than ab-upily. Heoce, U the fatlure la of Ao intermitient tvpe the ayrtam nan continue e many pltuaticas.

t Evan with

a 100 percent fallure in the navuida, the flight tnay be able to proceed (aa, for example, lo critica’ landlag problems)
without catastrophic results,

This type c! system Las the desired inhercnt reliabllity [o. advauced uwutumatic landing sircrafi. By havirg e

single integratad system for all nhasea of flight, the deslred automatic testing and fallure-removal operatiors are
applicable to /1l of tho navalds.

One cbvious dleadvantage in the approach lles {o achicving rellabilily to tha computar. Tual computer strategy
bas been Impierented In the SIRU system of References [8], (9], aad {10]. Since there io also & oxod deal of applied
research directeq towards developiug reliuble computera, this prou.om sbould be resolved in the near future.

It is helleved that thie type of \ntogratod avionlc systum wisl eveatuslly supersede the "add-on biack box" approech

of current avionlc systems. A lot of spplled research and development aond exp.riniestal testing (e required before such
sophisticated deslgne are practical and cost effective for use In commmcrclal sviation,
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6. Conclusions ;
L]

Thie paper hase presented pructical considerations, problom areas and sclutions experlenced by the author in
the development of halman {litere for aircrafi navigation systerms. The problem areas experienced have been in throe
cstegories as followe:

Q) Numerlcal problems In carrying out the Kalman filter covariance calculations.

) Probleme in satlsiying t'ie constralnts imposed by the specific alrborne computer's capabllities used
in the design,

(&) Problems in developlng an sppropriate roathematical mode! of the overall svstem which is sufficlently
accurate amd simple enocgh for {mplementation,

The square-1-0t implementation of t'ie Kalman fiiter described in the paper has eliminated problem area (1)
to the designs experlenced by the author. Advances made ln airborne computational capabillties have reduced the
difficulties of problem acsea (2) to the po'st where it no longer puses a serious deeign constreint. Problem area (3)
18 and will Jikely continue 10 be w.0 muwit difficuli problem in applying Kalman-filter theory to practical deeslgns,
Problem area (3) will poreist because we continue to look for improvemeats in syatem performance without necessartly
improving tbe system herdware. 'mproved performance results from imp: oved modeling and compensation Yor error
sources and consequently requires ever-increasing complexity in the rystem software.

The deslgns discussed ir the paper weore of a eingle thread nature with respect to raltability considerations.
Future avionlc systeins are likely to require fail-operatioonsl fall-safe performance, which ts obtained through
redundant cemponents and redundancy mansgement software. The concoptual design (as described in the paper) for
such a syotem makes use of Kalman ftlter quaniities In the redundancy management strategy. This appears to offer
a promising method for galulng the rellability tmprovements needed in avionlc systems, 2lthough practical deslgns
which vse such strategy have yet to be demonstiated.
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vRACTICAL CONSIDERATIUONS IN IMPLEMENTING KALMAN FILTERS

John C. Weuer
Autonetics Group, Rockwell Inte v - ~t Corporation
Ansheim, Cailtor 5

SUMMARY

Technlques that have been used to Impiement the Kalman filter for aircraft inertal navigation applications
are presented. The appiications include AMSA advanced devslopmert iask {iight test, FB-111 and F=111D alreraft
avionics, at-sea alignment aboard aircraft carriers, and stationary alignment of electrostatic gyro-strapdown
navigation system. Techniques used to simplify the filter model are discussed. The use of random walk and white
noiee error sources i8 described. State vector transformations are performed to simplify the filter model.
Detection of failures {8 accomplished by testing the measurements for reasonableneas. Computational techniques
used in computers with fined—point arithmetic are discusoed. A flexible coviriance matrix scaling tochnique is
eagential to maintain adequate resolution {n a fixed-point computer. Eilicient algorith:ns for covariance matrix and
state vector exxrapolation and reset are described.

1. INTRODUCTION

Thie lecture diacusses some of the practical considerstions that have been found to be useful in implementing
Ka!man filtera. Specifically discussed is the applicatior to alrcruft fueriial navigation; however, the irchniques
sheuld prove useful in mayy other applications.

This lecture is hased on experience in Kalman filter applications to aircraft navigation that dates from 1964.
The Kalman fliter has been implemented in real-time digital computers for {light test of Doprier-inertial=checkpoint
navigation and transfer alignment on the AMSA advanced development task (1966-1968), FB-111 and F-111D alrcrait
navigation systems (1968-1970), at-sea alignment aboard alrcraft carrlers (1968-1974), ancd stationary alignment of
electrostatic gyro-strapdowa navigation syetems (1973-1974).

The AMSA mechanizution was the first real~-time implementation of the Kulman itlter to alrcraft navigation at
Autonetics, although a relstively simple {ilter was used for submarine navigation at an earlier date. The AMSA
mechanization {8 programmed in 8 24-bit MARDAN computer with a disk memory having a 10 raillleecond accese
time.  The Dopnler-inertinl-checkpoint mechanization har a 14-element state vector and a filter cvcle time of
24 secoids. The tansfler allgnment mechanization has an 11—¢lement state vector. The MARDAN computer has a
digital differential analyzer (DDA) section that does the navigation function, which leaves the general-purpose
section free to do the filter conputations.

The FB-111 mechanization is programmed in a 16-bit IBM 4- computer. The mechanization has a 13-element
atate vector and a fliter cycle tme of 8 seconds. Maximum execution timce [or one {llter cycle is 180 ntlliscconds.
It requires 2200 16-bit words. The ¥~111D mechanization is similar, but somaswhat simpler because it has fewer
sensors. The FB-111 filter cycle operates in either the inertial navigation mode or the dead-reckoning mode. The
dead-reckoning mode navigates with a magnetic comnpass, and either Doppler radar or true airspeed velocity
gensors. The measutcements that can be processed by the (ilter are position (visual or radar), Doppler, true air-
speed, astrocompase azlmuth and elevation, velocity fix, hand-cntered wind, and hand-entered inagnetic variation.
The velocity [i1x consiats of two successlive position (ixes on an unknown landmark. The hand-entered wind and
maguetic varigtion meaeurements are techaiques tu allow the pilot to Initialize those clements of the staie vector
while in flight. A priori uncertainty in the pllot's information is used as the measurement nolse to provide un
optimeal estimation of wind or magnetic variation when the error terms are included in the state vector.

The mechanlzation 18 divided inte eetimation and control sections. The estimation gection implements a
Kalman filter algnrithin for discrete measuretnents. The measurcments are, In general, & noclinear function of
attitude (slne and cosine of heading). However, the estimated state vector, X, 18 extrapolated with the lincacized
state equauon

x(t) = F)x(t) )
since it cnly contilng small error terms. Tae estimaied stalke vector 18 carried primarily to coiTect Uming errors
in control applications. The estimated state vector x(ty) is applied as the control to correct plunt errors at time
tk: 1. This {8 because the digital computation must lag real time. The sequence of eventa is shown in Flgure 1,
The computatiora associated with the control vector are

(i) = Riy) @

Rt ) = ¢4, 8 () = x (4, 1) )

where x, 18 the contiol vector and ¢ {a the transitioa matrix.
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Figure 1. Time Sequence of Estimation and Control Computstions

Control is applied tmpuistvely to all plant states. All inertial navigation states are directly accessable except
platform tilt, since only a {inite gyrc torquing rete can be applied. A cornlinear platform controller is bullt into the
navigation mechanization that inathematicully transforme the accelarometer data through the ostimated but
uncorrected platform tilt. The in~erse transiormation Is used to rotate the angular rate vector of the aavigation
frame back to the tited platform cnordinates for uss in gyro torquing. This allows effective impulsive tilt control
and &till uses small gyro torquing rstes.

The following discusaion 18 applicable to all of theae applications. Bucvcessive aprlications ropresent refine-
ments of the tasic ideas. Most of the examples are taken from FB-111.

The techmiques discussed generally fall {nto two categuries, modeling coasiderations and computstionsl
techniques. The Importance of Geveloping an adeguate niodel for the suboptimal Kalman filter is well knowp.
Several techniquee for further simplifying the mathematical model are digcusssd in Section 2. Algorithins heve Leen

developed to allow efficient computation of the Kalman {ilter equations. The algorithms are implemented in
compaters with {ixad-polnt arithmetic and are discussed in Section 3.

2. MODELING CONSIDERATIONS

The matzematical filter mode! of ike plant used ir the Kaiman filter ie deflned Ly the state equatiun

x(t) = F(t) x{(t) + G(t)ujr) «)
and the measurement equation

yiy) = H('-k) x() + V(tk) (5)
where

x = stats vector

F = coefficient matrix

G = process nolss distribution matrix

u = white process nofse vector

y = measurement voctor

H = mesasuremont matrix

v = Gaussian sequence of measurement noise

The fllter model 1s subcgtiral in that it doas not exactly describe the plant. However, it must eff: -ty
describe the major errnr mechxnisms. The fliter model 18 evaluated by means of computar error analysis. A
covariznce analysis program §s vsed which runs »n an IBM 370 computer. The progrum uses the fuiot ccafficiento
from the suboptimal filter to compute the covariance of navigntion errors (position, velocity, and attitv.e) dus to
nne or a group of error sources. Time history of tolal aystem performance is sotained by summing the covariances
computed from the individual orror sources. The Kalman fliter model is chosen by analyrzing srversl models with
tt e program and choosing the one that givea the best performance without unduly compiicating the mechanisation.
Tone choloe of a {ilter model is an hsuriotic judgment and no attempt haa been made to quantize i!. Tus (liter eva,ua-
tion must be made on several flight profiles ard multicensor mixes based on expected misssocns. Sevsral design
concepts have evolved basad on & large munber of anslyses which were performed over the lust decade. Buine of the
major concepts are described in the folluwing soctions.

2.1 ERROR SOURCE DESCRIPTION

The error budget lor gyro drift rete error usually consiste of bizs error, long-correlation~time exposentially
cerrelated error, and ahort-correlation-time exponentially correluted noise.
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An uxponentially correlsted ervor is describad by the state oquation

H —— Il
- p < + u‘ \8)

where v {g the currelation time and u, ts white nolse with power spectral density amplinde

Q, = 257/ @
and « has variance 02. The steady state process has autocorreiation function
‘(e) - u’%-'“/f (8)

and power spectrul deasity (PSD)
2

2%/

P8D(w) = (9)
1/r + -

The short—ocorrelation-time random gyro drift rate is approximated by white noise. The white noise power
spectral deusity amplitude {8 chosen equal to the zaro frequency PSD amplitude of the correlated errur

Q = 29,7 a0y

where Q,; white nolss PSD amplitude and 03 and g are variance and correlation time of the short—correlation-time
error, respectively. The approxiinaton 18 valid if

T < 1/ _ = 800 seconds (11)
8 B

where ..g i8 Schuler frequency, since the transfer funcdon from gyro drift rate errcr to velocity error has a pass
band between zero {requency and Schuler {requency. The effects of error signals rignificantly above Schuler
frequency are highly attenuated.

The blas and long—correlation-time error sources are approxlinate in the suboptimal filter by a random walk
model, The equivzlence between the statistics of an exponentially correlutad random process and a random walk
process 1a strictly empiricsl. The suboptimai filter using a random walk model tends to result in elightly peseimis-
tic filter error etatistice. Fome pessimism {e desirable {n 2 subopHmal filter to account for unmodeled errore.

The differential equation for the rammlom walk niodel, ¢ e is

iy (12)

where up {8 white noise with PSD amplitude Qr. The variance of an uncontrolled random walk model! grows linearly
with time. The intent {8 to describe an error sourca that changes value in some fixed time, T, in a manner simiiar
to the long—orrelation-time error, ¢ L oF

2 . 12
ack(Ty = B (0) - ¢ iT5 ] (a3

2

= 2!!1.

=T/
(1-e"17" L

where At 12 {s the variance of the change s.nd "12. and 7; are variance and correlation time of the long-
correlatdon-time error, ¢ 1. It has been em,trically found through ermr a.ngi)- ila that the best /liter performance
is obtained when the change ip variance of the ra..dom walk model 18 near o L2 time Ty or in other words the
PSD amplitude of u, is

Q = v L’ v 1. \'1‘;)

The randowr walk modei has several practdcal advantsges that make it attractive. A sing'e scate variable can
be used to model the sum of biae plur several exponentially correlated evrors. 1he contrul law is a blas. If models
for blaa and exponentially correlated processes are used instead of the random walk model, separate state
variables must be used for each model. Separate control laws must also be usad for blas and evpooentially corre-
L.ted models, since the contiol applied [rom the exporentially correlated model must be decayed to zero.

Doppler radar presents &8 similar modeling problem. The error budget ior over-land operations usuuily
contains high-frequency {luctuation nolse and acale [actor and boresight errors. The scale factor and beresight
errors are describec as bias and long-correlation-time exponentially correlated errors. The fluctuation noise ia
modeied as white noise at the velocity level. !t has a PSD emplitude proportional to alreraf! velocity. The bian
and long—cortreiation-time errcrs are modeled as random walk b scale factor and boresig’ « as described above,
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Doppler radar performance operating over water is corrupted by the velocity of the water surface, called
sea=drift, Sea-drift is modeled as random walk in two horizontal components. This error replaces the Doppler
scale factor and boreaight random walk states in the state veotor during over-water operation, State variable
replacement is commonly used to maintain a small state vector., This results in & suboptimal filter since scale
factor and boresight errors are still present over water. However, the sea-drift effect is the largest, so acceptable
Alter performance is obtained without the scale factor and boresight models while over water.

It Doppler radar is not available, true airspeed reference velooity 1s used and two components of wind velocity
uncertainty are modeled as random walk in the two reference velocity state variables.

High-frequency accelerometer errors are modeled as white noise. Accelerometer bias errors are generally
unobservable unless a platform-mounted star tracker is used and so are not modeled. Long-correlation-time
acoeleromater errors should be modeled if they are significant. However, the white noise gyro drift rate model is
approximately equivalent to random walk accelerometer errors since the difference between tilt and accelerometer
errors 1s unobservahle. I should be recognized that gyro drift rate and tilt are both observable so the approxima-
tion ylelds a suboptimal model. Long-correlation-time accelerometer errors are not explicitly modeled in the
applioations discussed.

Gravitational anomaly deflection of the vertical is modeled as white acceleration noise. The effective
correlation time of the white noise, Tg is

Tg = 50 nmi/V (15)

where V is aircraft speed and the correlation distance of the gravitational anomaly is assumed to be 50 nmi.
The atate vector chosen for FB-111 navigation system has 13 elements which are
X, ¥ position error
x, ¥ velocity error
X, ¥, 7 y-angle
x, ¥, z drift rate error
2 reflerence velocity errors
astrocompass boresight error.
where x, y, z define a locally-level, azimuth wander coordinate frame with z axis up.

The same state vector is used for dead-reckoning mode with the ¥ -angle states identical to the position
error states and the drift rate error states not used.

Notice that vertical channel is not included in the state vector. The vertical channel only weakly couplea the
two horizontal channels through Coriolis terms. If vertical velocity error is kept small through conventional baro-
altitude damping, horizontal velocity error is not significantly affected.

2,2 CHOICE OF COORDINATE FRAME

Tke importance of choosing the proper state variables to simplify the problem is well known. Two exampies
are given in Sections 2.2.1 and 2.2, 2 of state variable transformations that simplify the filter calculations.

2.2.1 Elimiunation of Acceleration Terms

The inertial navigation system linearized error equations [1] can be written as
. 2

av, = Ax¥ - (wo + XAV, - G AR - 2w (Aw )R + ¥ @18)
AR = av_ - pxaR an
$ = —ugxd b e (18)

AR = geocentric position error vector
AVc = yelocity error vector in computer coordinates
¥ = yector angle rotatiop from computer to platform axes
A = specific force accelcration vector
V = vehicle velccity vector
: = earth rate vector
w_ = gpatial rate vector of locally level [rame with respect to inertial frame

w_ = Schulsr [requancy
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f = wvehicle rate vector of locally-level {rane with respect to Earth fixed trume
vV = acCelsrometer srior vector

« = gyrodrift rate error vector

6u'
Au.‘ - 3R

AR
R = geocentric position vector

Theae atate equations arc dume varying. The solution to the equations 18 cotapl'cnrzd by (he frei the. ting accelera-
tion vector can vary quite rapidly. It is poasible to choose a linear comblination of (nefe state vailallss nst
eliminnte acceleration terms f1om the state egyuation. The transeformation is

A\"p - ‘.Wc v exV (19

Physically this can be {nterpreted as tresting the three components of velocity ~ontained in the computer memory as
belrg along the pistiorm axss Instead of the computer anee when computing velocity errov. Avp is called the
velocliy ervor vector in platform coordinates.

The derivative of Eq (19) t8

A\"p %AV e waV e wXIA = (w ¢ SO0RV gl (20)

where g is gravity 7ector. Using Eq (15) apd (2C) to eliminate A\"c in Eq (16) aond (17) glves the state equations

R ? .. .
A\p -(wc + mxavp - uai\R - gxv = Vx(Qxv ¢« «) ~ 2wn(Awa)R + 9 (21)
AR = av, - »xaR .+ Vxv (22)
v o= \:'x,_-c + g (23)

Figure 2 shows the state equations (Eq (21) through (£3)) in matrix form for two herizontal channels with an azimuth
wandar coordinste [rame and neglecting vertical velocity. Thesc equations do not contain acceleration and 80 are
wul oeeivr o accurately ibtegrete numerically.

— — —

. RENE —l
AR ) 0 1 0 0 9 v AR
x ¥ x
R 2 0 0 1 ¢ 0 -\ aR
<Ry x y
v -k ] 6 0 0 -g-V . !
A\'px g ¢ 22, Vy‘.y (~& \ys x) 0 ““px
. 2 , .
av, 0 - -20, ] -V, 2,) v, 0 avy
& 0 0 0 0 0 - — .
x 2 y x
¢ 0 0 0 0 — 0 - “
y z x y
"z 0 0 0 0 w - 0 v,
S L _ y B Y S
r -
0 0 0 0 0
- -
0 0 e 0 0 v
X
1 0 0 v -V v
y y
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Flgure 2. Inertial Navigation ELrror Eyuations in the Platform Frame

L ] W "

o AT & 1 e

R T

P

. A B .

™

R

%

4

oy

U ol L i

™

b g st L & M

ol |l 4

L ), Tt il 5 1, A it




g, T AT Y S

e gy | W

s A

26

£.2.2 Staticosry Alignment ol

The stationary alignment filter 1s a epecial cuse bevsuse of the many simplifioations that can be mada. Nf
Courne, SUILULATY Altgument can be pertormeu wiw the genssal navigetion tilter but many spplications only require
a staticpary alignment such as F-111 sutonomous navigation or any application that has no airborne navigatioo aide.

After inital tilt erTUre have been removed, the cruss ooupling between the two herizontal navigation channels
is vory small. A three-state [iiter l¢ used which contxing

r.AV. velooity error
x = |9, tlt error (24)
L' , drift rate error
One set of filter coefficients is computed for both ¥ and y channels, The correspondence ie
L ]
[av_ ]
x
X = -ey » X channel (28)
-t
- J
av
[avy ]
X = ex » ¥ channel (26)
¢
L x|
Azimuth e Initialized by computiiyg the angle [rom north to the x-uxis (positive counter clockwise), o, as
B /f2" .« \\
o = -tan \__!._L/ @1
0+ ¢
x x

which defines north as the direction of the senzed horizontal angular rate vector. Estimated north gyro drift rate
vector is

N y @8)

where

1 = earth rate vector before azimuth control

(2’ = eard rate vector after azimuth control,

The simplest way to eliminate the crogs coupling due to initial tilts is to r~start the fllter after the first few seconds
when the large tiits bavo been removed.

The atationary alignment mechanization {8 not Schuler tuned. The gyros are only torqued at earth rate plus
estimatec gyro precession rates. Corfolis compensation is not mechanized. This simplifies the model, eliminates

unnecesssry cross coupling, and reduces the numerics! errors in computation of the average velocity measuremaont.
The state equations are

[080
i-lo 6 1| x+u

(29)
0 0 0]
where u (s a white noise vector, The average voloctry measurement matrix s
n
E = (1 - gT/2 gT“/6} (30)
and the transition matrix ts
i o a2
® = {0 1 T (31)
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where T is the filter cycle time. An additional simplification can be raglized by line~t trarsformation of the state
vedtlur to X' a8

1 -gT/2 gri/e
x =l 1 0 x (32)
K 0 1

which gives an average volocity atate variable. The measurement and trangition matrices become
H o =[1 o 0] (33)
M gT o ]

o =0 1T, a4)
0 o 1]

The initlal covariance matrix, Po. {s also transformed from

f q, 0 0
l"‘0 a2 0 qb 0 (35)
0 0 q

1o, - @T/2%, + @%/6)% 1 (-ET/2qg) (@T%/00]

Py o= | Lgr/2a,) a, 0 (36)

[ t@1%/8)q,) 0 q

The initial covariance matri: i3 precomputed oo the addition of the non-zero off-diagonal terms is not a siguificant
coraplication. However, the zeros introduced in the H' and ¢' matrices do sigunificantly reduce the atoount of
computation done each filter cycle. Fiiter coefficients are computed in the conventional manner. Scaling is

. v Iy . %, . o L h— P P ) - - ~w
cobined with tie [l coelliciad cvisputation as doscribed o Section .1,

2,3 MEASUREMENTS

Measurements ar, obtained from sensors that supply continuous data such as Doppler radsar or discrete data
aurh aa a position checkpoint. Continuous data measurcments are prefiltered by means of integratian to obtaln a
discrete measurement. For example the Doppler measurcvent is

b
sy [T e - vpond @37
Y1

where V;and Vp, are inertial and Doppler s5::nsed Lorizontal velocities, respectively. There 18 no significant
iformation loss relative to a contiruous lialman filter as long ag the integration time {a very short relative to
system dynamics, i.e., alrcraft maneuvers. Error analysis etudles have demonstrated tuat filter performance is
not sensltive to filter cycle time, (ty - tx-1). The basic Doppler radar tnformation {8 position change pulses. The
prefilter mechanization alleviates the reed to generate Doppler velocity. The mcasurement matrix, H(ty, LD
must model the prefilter integration.

A discrete measurement, suich as position checkpoint, can occur at any time during the filter cycle. The
measurement, y(ty), 18 computed ai the time the measuremaent ccurse, t;,,. However, it ie used as if it occurred
at the end of the (Uter cycle, g, (ko1 4 Y- Thie simplifying appiroximation fa made bacausa a conntant time
interval filter cycle requires less compma on. The approximatdon can be made becanse the estimated measurement,
Hx, s emall since control is applied regularly. Also thie filter coelli~lents will not change significantly with a amall
change Lo the position checkpoint time of occurrence.

The approximation of a conatant t'ine interval filter cycle cannot always be made. For e.ample, If the velocity
ditference integras, E7 ¢37), wus only available over irregular intervals, the filter cycle wonld nave tv be variable to
fit the integration time.

2,4 FAILURE DETECTION

The measurement-error vuriances computed in the Kalman filter can be used to chack for fallure or degraded
performnance. The technique has been used to detect incorrect position ~heckpoint duaignations on the AMS.A Ajght
tests. A faflure {o 8ald to occur whea the moeasurement magnitude exceeds its 3- value where mu.Juvrament
magnitude squared le

52 = @ - HO) G - HR (38)
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and its variance in

¢2 = Trecs|HPHT - R]. (39)
|9

A flluro oco.x2 (I
-2 2
y > 9o (40)
517 > 0y,
and the checkpoint ia rejected. Tte pilot has & 1. v seconde to override the rejection aad force the checkpofat to be
accepted. U the checkpoint rejection is overridden, th. measuremant, ¥, is applied to the current filter cycle

without further compensation for the delayed application. Thie does place sa additional burden on the pilot to

evaluate rejected checkpointa and make & go/no-go decision. ‘I'he :echanization was only used for flight test and not
in an operational system,

A eimilar mechanizgtion has been propoeed, but not mechanized to detect bau Cata or fajlure in referance
velooity information. Reference velocity measurements are tested at each fliter cyole ami o pass/[all dectsion ls
made. Conticuous fajlure of Doppler luformation could indicate over-watsr operation with a la. 7 sea-drift error.
In this case the filter model 18 switched to the over-wator mode which models sea-drif velocity err.--.

FAaflure detoction allows the computer to override the navigation mode selection made by the pilot. Thie
approach admittedly has its pitfalla. Good data can be rujscted due to a misaligned aystem relative to its covariance
matrix. For this reason, thers is reluctance to place fallure detection capabllity into an operatiopal system.

3. MECHANIZATION FOR FIXED POINT ARITHMET'C

The basic equations associsted with the discrete Xalman fliter are

P k) = (-, k-1) P'(ke1) @ (x, k-1) + Q(k, k-1) (A1)

) = ok, Al R K-1) (42)

. - T - T -1

K& =~ PEH 9 MK P () H k) + Rk “439)

P k) = (1- KK H®K) P (k) (44)

S0 o= X v KK vk - HE X @] (45)
where

P = covariance matrix

X = state vector

y = measuremeat vector

H = messuroment matrv

¢ = trapsition matrix

= process noise covariunce matrix

filter coefficient matrix

® ® L
1

= mMmeasurement nolse covariance matrix

This section ia devoted to methods of eolving these equations, or equivalent equations, in a computationally
efficlent manner for a real-time computer using fixed-point arithmetic.

A Fortran computer program that slmulates {ixed-potnt arithmetic with 8 specified word length was used to
develop the algeritims. The lixod-polnt rosults were comparod with fdentical computations performed with double-
precision Toating-point aritimetic. The simulatiop progrem doubled &8s a source of check problems for the sasembly
language real-time progrum

5.1 SCALING

If the [Uter equations (Eq (41} through (45)) are to be solved in & fIxed-point digital computer, all variables in
thoos egr=ti~ns must be scaled t values lese than one. Scullng of the covariance matrix represapts tha mnoat
difficult protiem bacauee of the very large range in covariance natrix values. The position error variance can grow
unbuunied, yet the resolution 18 required to s few feet. As annther example, assumc initial 1t or azimuth error
varience I8 (5 :ej"ees)? an the deatred resolution le (0. 4 &c)>, oc that the range 18 1:2 x 109 “hich 19 barely within
the capsbility of a 32-bit word. Huwever, the Kalican filter has succeesiully cpsrated with an inertial navgation
oy stem uslrLg 24-bit worie for the covariance matrix. The filter has been succensfully simu'cted with 2 21-bit word

Jangth. Howsver, the same simulation tailed 2t 18 bits. Thc FB-111 covariaice wairin is held in double precision
words with a 16--bit vord length.
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Notice that all [llter ecquaticas (F.q {41) throuyh (1,)} are unchanged when matrices P, Q, and R are multlplied
Ly a elrgle scalar xrameter, K. F is calied the eMifting-potn 30ale and ia chosen to make the largost diagonal
clemeat of P equal 172, E 18 recoayuted on aach {ilter cyvl= as

M, o= Mex A UREES NES 3...N/ (46)
P« v"imp a7)
E' = !:'/",!Mi‘ (48)

This slgorithin automatically keeps E ~ 1/2. Metrices R and Q Are muliiplied vy E before use in each I!lter cycle.

The shifting~point acale alluws tie covariaric matrix to have a large dynsmic ruige with a relatively emall
wond lingth,  The covarlance maitix ir wffectively beld ae (loating-point numbers but with a common exponant, This
{8 much simpler than pericrming full Goating-potnt arithmotic. The relative scaling of the covariance matrix ia very
impotant in order to maiatein u2 Rpproimately equaj scaled covariance disgonal. Relatlve scaling s equlvalont to
scaling the trapsition matrix. Relat.ve fcallng was emplrically chosen through simulation of a wide vuriety of flight
profiles,

A simplitled shllting-p:l-t acele 18 possibie for stationary alignment., In this case, the measarement
covariance, (HPHT + K). 18 scalar and is monotonic nonincreasing. At euch fiiter cycle P, Q, and R are normalized
by ®IPHT - R) before computing the filter coefficlents. This maintains optimum scaling on the covariance matrix
and also simplifies the fltez cuaificient computstiou, since the normalized mpeuT o R te unity.

3.2 STATE VECTOR AND COVARIANCE EXTHRAPOLATION

The state vector and covarisnce extrapolation can be performed by Eq (41) and (42). This .8 the trunsition
ustrix techaique. Covariance exirapolatiou by direct integration of the matrix Riccati equations was attempted when
the mectanizativn wes firsi Joveloped. It was found that numerical integration error. can cause the coveriance
matrix ty {all to be non-regauve-definite. For example the rectangular integration of the matriv Riccad equation
does nct preserve th: ncn-nigatve-definite property. However, the transition matrix technique does preserve non-
negaltive deflnitones: reperdless of the approximations {n computing the trensition matrix (Ignoring the truncation
er,ors in the uatri < procuct).

Tre mochanization that {s used does rot explicitly compule the transition matrix. Ingtead, the state cyualion

x = Fx (e
is numerically lutegrated. Covarlance extrapolation I8 performed by treating cach row of the covatiance matrix as
a state vector and aumerirally tutegrating it using Eq (i9). The proceas 18 then repested by treating eaca column of
the resulting matrix as « state vector and again numerically integrating. Note that this 18 equivalent to o P ¢ T,

Process nofse covamuce, Q, {8 a convolution integrul uvi. aed by state ecquation, Ly (4),

lk . . T T
Qk k-l = [ e ncmsnGtm T, vat 0)

-1

where
S(t)y = Cov {uft})

which can be approximated ty trepezoidal (ntegration as

Qky k=) = 5 fefk, k=D Gik-1) Q(=1) T k-1) &1k, k=1) + Gl S0y GT ()] ©1)
where T = ‘I« Yy The total covariance extrapulation is

Py = &k, h-1) [P'(k-ly B % G (k-1) S(k-1) GTﬂ-l)] eT(k. k-1) - 2£ G (k) S(k) (31 (k) (52)
The matrix products involvirg ¢ arv performed by atate equation Integration as described above. S is a diagonal

matrix and, in mout cases, I8 independent of k. G le vsuslly an fdentity matrix in the fnertial novigadon application.

Considernble effurt haa been spent developing an eflicient algorithm for the Integration of the Bate equation,
T rupezoidai Integration with an average coefficient matrix ts ueed, The gencral solution is

1= .
x = x . —Z-F(x, D xk-l) (~3)

F o j}k F)d (54)
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The FB-111 atate vector is in‘egrated using 59 multiplirs amd & one-dbit right shifts. This nompares with 70
multiplies in a (13 x 13) trensition matrix extrepolstion assuming & (7 x 10) submatrix of non-zero, ou—unliy
elemotts, A truncated sigorithm for computing the transition matrix will probably r.sult {n rome zeros in the
(7 x 10) submatrix. The complete covariance matrix and sta’e vector extrapolation require 27 vector extripolations
usirg elther the tranaition matrix or direct integration.

The sficiency of the integrution algorithm relies directly oa the sparse coefficient matrix, The FB-111
integretion algoritm usoe & combiaaticn of rectangular and trapetolidal integraiion to extrapolate the v-equations
wherv the error states sre slowly time-varying with approximately a 24~bour period. Complets traperoidal
talegratioc 19 used on the position ani velocity equasons.

Integrativn errocs [or the traperoidal integration algorithm has boen acceptable for cycle times as large as 24
seconds as demonstrated by both computer aimulation and actual flight test. Th) integratioa error has also been

computed analyti~aily. The traperoldal integration slgoritim {e asfined by Eq (53) and (54 which can be solved for
x(t) uaing & Taylor series expanaion of F. The exact scluton is

x(t) = x(0) + li(r)d' (55)

which 18 algo solved for x(t) using Taylor series expansions .. %x(-) and F(:). The trapczoldal integrution error,
&agt), 1o

6x® = (3 F@° + Fo) Fo) = FO Font®s -] x0) 6)

For comparison the atate vector error, using the matrix expovential expansion of ¥, is computed. The
transition matrix is

o(t,o)ul¢i‘+—l?2. 3.-5’??4<... (57)

and the state voctor error &t time t, using ¢, 0} instead of Eq (55), is

b .
tx@) =[5 (F(o) F(c) - F(o) F(r)) S * 1 {0} (5%}

Truncatu\g the matrix exponantial expaneion at the gecond o1der term yields an additionsal taird oxder error term
(1/6) FeW 3 x(0) which ta Jarger than the tranesnidal prrer,

in addition trapezoldal integradun vaing endpoint valuee for coelficient inatrix F(t) rather than the integrated
value T has a state vector error

bx(t) = lll—2 (F(o)3 + F(o) Fro) » 2Fio) F(o) + F(o))t3 + - -} x(0) (59)

This algurithm 1s not attractive becauso it nas & third order error term proport onal to F which mey cause difficuity
in a highly maneuvering ajrcruft.

3.3 STATE VECTOR AND COVARIANCE RESET

The reset equations can be performed by

K = PHT mp’ + w7t (60}
o= § - Ky 1)
P’ = P - KHP (62)

The first problem encountered wher Lmplementlig the equations in & cunputer with fixed- point erithmetic i
scaling the filier cuefficient matrix, K. Tha valuea of the llter coelficiant matrix vary grastiy with flight nnofile.
Since the matsL: {» found by ratios of covariance elementa, the maximum values arv dilficult to prediet. The
mechaniration used avoxds the scaling problem by oot explicitly computing the filter coeificient matrix. Ipstead, the
state vector and covariance matrix cre reset direcly. The tecbanization that ks been impicuicnted iy reatricted
to two medSurements at a time.

A more convenleut comnputational form 8 obtained by del:ning some suwaliary matrices

t @ pyT (€3)

d ® Hf+ R (64)
80 th.e¢ coelficleat matrix is

K = a7} (65)

To avoiu uumericAl problems ip the matrix {nverse, the measyrcment vetor, ;, 168 tranalorined onto axes Io whilt
the messurementd are uncorrelated, y*,

5 = Dy (56)
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where B I8 the transformation matrix. It lollowa that d Is transformed Into a diagonal matrix, d*,

d* = BdBT 67)
A slmple choice for the transformation matrix B la

1 0 1 -d12
B = .-.dig.! \ or (122 (68)
d11 0 1

where dll' d)os days d2,, aro the elements of d. [ and K are also transformed

= (BT (69)

. -1

K* = f*d* (70)

The state vector and covariance reset equations can then be expressed

.Q‘ = % - d'-l ¥ (1)

PP = P . prgelpeT (12)
The computational detail can be more clearly secn when expressed in scalar form

f. y. ru . y. »
A Lol G (73)
11 22
frof fs "
. - 1131 2”2
P, = P, - .. - =k 74
i 1 d“L‘11 a5, (74)
ILbj = 1,2,3--.N

By performing the multiplication first to generate a double-length product and then dividing with the double-length
dividend to give a single-~length quotinent, truncation errors are minimized and overflow problems are avoided. If
the filter coefficients were explicitly computed, the divide would be performed before the multiply. This requires
twice as many truncation operations,

The computational load of this mechanization is greater than the conventional one because of the additional
divides. This = [elt to b. justified by the case of scaling and the greater numerlcal precision. Assuminga
13-element state vector ond 2 measurements, and starting with the matrices f and d, this mechanization requires
379 multiplies and 379 divides. By comparison, the conventional mechanization, which explicitly computes the
filter coefficlent matrix, recuires 438 multiplies and 4 divides for the same computation, The computation, ir
either case, can be reduced by only computing a triangle of the covariance matrix.

Covariance matrix symmetry I8 forced by storing the lower triangle Into the upper triangle. This is sufficient
to avoid numerical problems and is somewhat simpler than the averaging technique
P = -17 P - P I') (75)

4. CONCLUSIONS

A number of techniques used in the practical implementation of the Kalman filter are presented. Techniques to
minimize the computer requirements are emphasized Including simplifying the filter model and using algorithms
suitable for fixed-point arithmetic. All of these techniques have been proven by many fight tesis on several
applications at Autoncetics.
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SULARY

This lectuere miscusses come practical aspects of Kalman Yilter decion, Tapics presented ineclude error
model definition, software-implementation considerations and flight test verificatirn. 4ithough B-1 navi-
catinn filier waperiences are cmphasized, the discucsion 1s applicable to Kalman {(lter design for any
lony-vinge, hign-ipeed cruise vehicle witn similar navigation sensnrs. fFron a practical standzoint, the
princical conrribution of this lacture is percerved tu be a discussion of inertial.platfom clew-1nduced
phenomena and their impiication for fiiter design,

LIST OF SYMBOLS
KALMAY FILTER SYMBO.S

state vector
ochservation vector
filter covariance matrix
truth-rodel covariance matrix
dynamics matrix
measuremant matrix
process noyse matrix
measurenent noise matrix
Xalman gain matrix
tran.ition matrix
control vector

O XDLOT NI =

STIBSCKIPTS/SUPERSCRIPTS

Y.v,z incal-Tevel wander-az.imuth axes
T true (xes

C computer axes or filter model

I piatiom: axes

E earth-fixed axes

A,B after/before system correction

FRROR SYMBOLS

¢ compenent difference
A vector difference

NAVIGATI(N SYMBOLS

\ Vatitude

L longi tude

a platform wander angle

by r gty platform inertial- angular -rate componants

nx’ﬁy‘ﬂl earth-ratc componente

ity 0z platform earth-relative anjular.rate components

AA A me:asured acceleration components

V,.V;,Vz earth- relative velocity components

A nevigation di-ectirn cosine matrix
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1, introduction

The B-1 {s an fintercontinential weapon system which !'s capable of delivering both air-to-ground missiles
and Jravity weapons. Rockwell International ic buiiding the airframe. The Boeing Aerospace lompany is
the Avionics System Integration Contractor (ASIC). The offensive avionics system contains the aircraft's
navination and wespon delivery hardware and software.

fhis lecture discusses the Kalman filter which the ASIC has designed, implemented, and fligi.t tested for
§-1 navigsrion-sensor data integration, Section ¢ is an overview of the 8-1 navigation system confiqura-
tinn ond Kalman filter design. Section 3 summarizes the ASIC'S analytical approach tc filter design, while
Seution 4 discusces some practical aspects of filter implemontation. Section § presents some Holloman Alr
For.e Gace flight test data ara compares design assumptions with real-system behavior. Although the
speusfic analyses and examples cited in these sections are drawn from the cnllective experiences of the
ASIC's B-1 Navigatiun and Weapor Delivery Group, the general discussicn is appiicable to Kalman filter
design and implementation for any lo:ig-range, high-speed cruise vehicle with similar nav‘qgation sensors.

This lecture does not discuss B-1 performance capability.

2. B-1 Navigatfon Systew Overview

2.1 System Description

The B-i's integra °¢, multisensor navigation system is shown schematf-ally in fig. 1. The computer(s) and
‘ntervace element, in this figure represent the Avionics Cc.trol Unit Complex (ACUC), wh’'ch provides data
processing, interfacing and real-time control functions for the avionics hardware. The software, suppliel
by Br~1ng, Is written in Jovial J3B language. There are two Singer Kearfott SKC-2070 computers in the
complex. One of the computers 1s dedicated to navigation-related functions; the other to weopon-delivery
functions. However, each computer can perform all of the navigation and weapon delivery functions 1f the
otner one fails.

2.1.1 Navigation Sensor Hardware

Inertial Measurement Unit

The inertial measurement unit (IMY) is the Litton AN/AIN-17 (LN-15), a three 5.mba) platform with two 2-
degree-of-freedam yas. bearing gyros and three floated-pendulum accelerur aters. For the B-1 application,
the tnertial platform s stabilized in a local-leve) wander-azimuth orfentation through full inertial-rate
level-axis torquirg ana vertical esrth-rate at’ wth-=xis torquing. There are two LN-15's on the B-1.

Danpler Radar

The Doppler radar unit is eitner the stabi)ized-antenna (Gimbaled) Singer APK- 85 or the fix~d-antenna Ryan
APN-200. For the B-1 application, both Dopplers output groundspeed and drift angle (the angle tetween the
groundspeed vector and the projection of the aircraft centerline 2n a local-lcvel plane}. The APN-185
provides these outputs directly, whereas the APN-200 employs a digital interface adapter unit (minf-computer)
for equivalent groundspeed and drift-angle det~rmination.

Position-Fixing Devices

The forward-looking radar (FLR) is the Generzl Electric AN/APQ-144. The electro-optical viewing system
(EVS), supplied by 8ceing, contains an infrared sensor.

Centra) Air-Data Computer erd Gyro Stavilization Subsystem

The Central Afr-Data Computer (CADC) supplies altitud~ and airspeed information to the ACUC for vertical
chennel damping and deadreckoning navigation. The gyro stabflization subsystem (GSS) supplies heading and
attitude reference data for in-air [MU-aligmment initfalization and deadreckoning navication. The CADC
and G3S are part of the B-1 airc.aft's air-vehicle equipment. Other offersive avionic. sensors on board
the B-1, but not skown in Fig. 1, ar~ the Honeywell AN/APN-194 radar altimeter and the Texas Instrument
A/APQ-146 Terrain-Following Radar.

2.1.2 navigation Mode Heirarciny

The B-1's primary nzvigation mode s Doppler-inertial, Doppler and atrspeed deadreckoning are backup modes.
figure 2 dispilays the nav. ation mode heirarchy which s implemented in the B-1. <alman filters are used
for navigation-data processing in the ine-tial modes and for tnertial platform ground 2lignment and auto-
calibration. There are two navigation filters on the B-1, on2 for each inertial measurement unit., T.e
filters operate indepenuently of each other. There {s no mutual aiding.

2.2 Filter Structure

In approaching the task of designing s navigation filter for the B-1, the ASIC first Jooxed at the critical
performance requiroments of the navigation system during a typics. mission. The missfon in Fig. 3 is a
constant-velocity great-circle flight path with an inftial in-a) - alignment segment over land, a subsequent
cruise-out portion over water, ard extended penetration over land. Position error is a crit{cal perforance
parameter at Vandfall for an intercontinental bomber since the probability of landfal’ position-fisn acquisi-
tion 1s irversely proportional to landfall posttion error. Both position and velocity errors are critica)
performance parameters for weapon delivery, since accurate initialization ot launch 1y vita! to achieving
acceptable tmpact CEP (circular error probebility). This iy particularly <rue for air-launchzd, tnertially
guided missiles such as SRAM {Short Range Attack Miscila).

The performance requirements and mission scenario essentfally dictated the structure and dimensicnality of
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the 6-1 navigation fiiter. (The filter equations are shown in Fig. 4.) for example, 3cceptable posicion
accyracy at landfall, after many hours of over-water flight, requires good gyro performance - performence
which 15 only obtairable through precise and periodic grouad and in-air calibration. Hence, three gyro
fixed-drift elements are included in the state vector. Likewise, acceptable velocity accuracy during
penetraticn requires good Duppler performance, and Doppler scale-factor and drirt-angle errors are medzaled
ir. the filter. Consequently, the state error vector in Fig. 5 was selected aimost at the ouiset of the
filter design process. The state errer vectar contains 13 level-channel error elements and 4 verticel-
channel eiements. The verticyl-channc! elements are included on the basis of B-1 altitude and vertical-
velocity accuracy wequirements during penetration.

Figure 6 display. the control vector, as it is currently {mplemented in the B-1 nayvigation filter. This
vector represents a set of cerrections which are applied mathematically to the navigation-system pasition
and velo~ity equations and electro-mechanically (through gyro terquing corrections) to the {nertial plat-
forn. The control vector alsc containg Doppler scale-faclor and drift-angle error estimates, ac well as
a vertical-accelerometer bias-error estimate, which are accumulated and used t¢ correct the Doppier inputs
to eacn navigation filter and the vertical accelerometer outputs from each inertial measurement unit to
the vertical-channe!l mechanization equations. The CADC altitude outpui is not corrected via feedback o’
the estimated baro-altimeter bias error and this error element does not appear in the control vestor. In-
stead, the estimate of this error is used in forming the residual at an altitude update.

3. Analyt.cal Aspects of Filter Design

The critical desigrn phase of the B-1 filter design process involved the developmert of a complete error
mode), the synthesis of specialized compyter program sensitivity analysis and performance veritication
tools, and the refinement of the preliminary suboptimal filter design. When the B-1 Avionics contract was
avarded in April 1972, elements of a basic suboptimal filter dasign methodology had emerged in the litera-
ture. For exuaple, the C-5 filter design experience, as recorded in [1], was helpful in deve.nping a
basic approach to the design task. Later on, tne error oropagation and update equations of [2] were use-
ful in creckiyg out a suboptimal filter covariance analysis program. But there is a vast difference be-
tween devising equations and constructing computer programs for suboptimal filter znalysis or system simy- :
lation and evolving confidence that these equations and computer programs adequately represent real-sysiem )
benavior. This section, therefure. emphasizes scme analytical aspects of the filter dezign process that
proved to be of particular practiral significance.
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3.1 Systen Error Models

The term “error mcdel” in this lecture denotes, in general, a mathem3tical representation of navigation-
sensor imperfections and environnental errors. The term also denotes a set of linear differential eguations
which govern tha trancformation - or manning - of thece errors (as well as navication system inftial-condi-
tion errors) inte carrier position, velucity, and heading errors as a function of time. Gyro drift and
accelerometer bias fall under the category of sensor imperfections; gravity-vector deflections from the
local vertical and ocean-surface motion are examples of environmental effects which adversely impact navi-
gation system performance. The error-propagation equetions, cn the other hand, are derived frow the
kinematic relationships between vehicle inertial acceleration components and rotating reference axes.

Since the essence of Kalman ¢filterina for applications such as the B-1 is a statistical weighting of
irertial-navigator and Doppler-velocity or position-fixing errors, thz formulation of realistic error
models is central to fil*er design.

LN LA b il et B

3.1.1  Navigation-Parameter frror Definition H

Dyramics (F) Matrix

Tre vsual approach to deriving inertial-system error-propagation equatinns is te take first-order variations
of the mechanization equations. This technicue leads to the "nsi-aagle” error model in Fig. 7 for a local-
level wander-azimuth mecharization, where the errcrs are defined as vector differences between computed

and true values resolved along the true (or ideal) navigation axes. The vector difference error may be
represented mathematically by

oV VE SN (1)

where ¥ 15 3 vector and “T" and “C" denote true and computer coordinates, respectiveiy. An alternate ;

approach defines the basic error quantities as vector component differences '
C 7

8y = Veo- Wy, (2)

vhere AV has no superscript since it does not represent a set of vector components. With this approach,
for example, the three cunp(‘:fqents - ¢ vehicle velocity error are g2fined as

C T ;
&y, = ¥ -V :
X <, T‘ ;
v, = VO -V, {3) 1
Yy y '
T H
sv, = V& -y :
‘ 2 < Tz ; .

i
{
{
3

The component difference definition leads to the "phi-angle” error model in Fig. B for a local-levei wan-

der-azimuth mechanization. i.s velocity errors in Figs. 7 and & ave relateo by the expression
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whate V.} is the true velocity and é6 denotes the set of coamputer-to-true-axis misalignment angles.

Referernce [3) derives a generalized version of the error model in Fig. 8, which is applicadble to space-
stable piat.forms. Reference [d4] provides a fcrmal comparison of both approzches. The latter reference
shows that the “psi-angle” error model evolves from the assumption that the navigation ejuntions are solved
in the computer frawe, whereas the "phi-angle™ model evolves from the assumpticn that the navigation
equations are solved ‘n on ideal frame. The error model in Fig. 8 has one more error element than the one
in Fig. 7; this elwent is 80,, which represents a computer-axis-to-true-axis azimuth misalignment.

Meas revent (H) Motrix

The vector-differen.e and component-difference approaches to error dynamics derivation also lead tc differ-
ent measuresent matrix formulations for a Doppler-aided inertial navigation system. The velocity measure-
went matrix derfved from the component-difference definition is showm {n the upper half of Fig. 9 for
measurement processing 1n navigation axes. In deriving this macrix, the velocity component-difference
defirition may be used in conjunction with the velocity divergence components

c P
¢, D and vcy h vDy (5)

" where the Vc_ 's are computer or inertial system velocities 1n computer coordinates and the vg ‘s represent
1

Doppler- i velocitv components in platform _oordinates. The measureme:t matrix
follows from the relationships

p P P \
Vp = ¥ty (s
where 6\!8 represents Doppler scale-factor and drift-angle errc¢rs, and

h g
Vy = ¥, - ¢X VT (7)

T T T

where ¢ is the significant component of . An expression for velocity divergence equivaient to the
fon:u1n€1ons in Fig. 9 is given in [4].

the gruundspeed vector. The measurement matrix in the Yower half of Fig. 3 utilizes groundspeed and drift-
angle directly as observables. In this matrix, the symbol V_ represents gqroundspeed and it has been assumed
that ’, is positive about Z up and ¢ is positive about Z dona.

Yhe “phi-angle” error dynamics matrix in Fig. 7 and the Yvy/Yvy form of the measurerent metrix nave been
implemented in the 8-1 navigation filter. The practical basis for this implementation is discussed in
Sections 4.1.1 and 4.4.3.

3.1.2  Navigation-Sensor Error_ Sources

The state vector in Fig. 5, the error-dynamics matrix in Fig. 8, and the measurement matrices in Fig. ¢
are subsets of a real-world error model or "truth rddel” which wdas used for B-1 suboptimal filter design.
Figure 10 summarizes the complete set of navigation-sensor error sources. In addition to the instrument
errors displayed in the figure, such as gyrn g-sensitive drift. deflections of the vertical and random sea-
surface effects were rodeled as accelerometer and Doppiar noice, respectively. Both of these errors, as
well as inherent gyro and zccelerometer noise. were modeled in the real world as exponentially-correlated
random variatles. Of the error sources shown, Doppler noise and accelerumeter bias errors turned out to
be the most interesting from a design verification standpoint.

3.2 Cuboptimal Filter Design Tools

A family of computer program analysis tools was used in designing the B-1 navigation filter. An optimal
filter covariance analysis program is the progenitor of tnis family and contains subroutines which are
common to all.

3.2.1 Suboptimal Covariance Analysis Progyram i

The basic suboptimal filter covariance analysis equations are:
Filcer Model

. T
P Fc P+p FC + Q Extrapolation

(8)

[

+ e T T -1 - .
P K. (Hc 4 Ho * Rr.) He 3 Update

Truth Mode!

D - FD+DF +Q Extrapolation
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T T
(I-KCH]) - KH, (I'KCHI) - KH KR Ke 0 (9)

pt = D" + Update
0 I 0 1 0 o

The covariance matrix P is a measure of filter performance since its diagonal elements are the mean-square
errors in the state-vector estimate. The covariance matrix D represents the mean-square errors of the
actual states, including those not modeled in the filter. The Fc. H., Q. and R_ are filter design models
for the error dynamics, measurement, process noise, and measurement Soisé matriEes, whereas F and Q are
truth-model matrices. The suboptimal Kalman gain matrix is Kc. The symbols H] and Hp are true measure-
ment matrices for modeled and unmodeled states, respectively. The set of real-world equations above is
applicable to the design situation where all states are reset or corrected instantaneously after estima-
tion. The equations are considerably more complex for non-instantaneous reset.

The difference between the truth-model and filter-model performance associated with a critical design
parameter such as landfall position error may be minimized by adjusting the process noise (Q matrix) in
the filter equations. The determination of process noise compensation is an important practical aspect of
filter design; it is, to a large extent, an iterative, time-consuming process. The approach used to evolve
compensation for the B-1 navigation filter was to optimize system free-inertial performance by adding
process nofse at the velocity, tilt and gyro error levels in the Q¢ matrix and then to optimize system
Doppler-inertial performance independently by adjusting Qc values at the Doppler-error level.

3.2.2 MNavigation Simulation Program

A navigationsystem simulation program is functionally displayed in Fig. 11. This program simulates the
operation of an integrated multisensor navigation system. The filter moduleof this program is similar to
the filter side of the suboptimal filter cu.ariance analysis program except that:

(1) Error propagation is accomplished via a transition matrix (as in the airborne computer) rather than
by solving the Ricatti equation.

(2) The simulation contains state-vector propagation and system-correction equations.

Also, in the simulation program, the actual navigation-system mechanization equations replace the truth
model covariance propagation equations. For a given set of {signed) error inputs to these equations, the
program will simulate system performance for a given filter desian.

Although both the covariance analysis and the simulation programs were indispensable to the B-1 filter de-
sign process, the practical value of the simulation in verifying mechanization integrity and in identifying
the cause of flight-test anomalies cannot be over-emphasized.

3.3 Pseudostates and the Ground-Alignment Filter

Inspection of the differential equations which comprise the navigation-system error model shows that only
linear combinations of certain error states are observable [5]. These linear combinations are sometimes
called pseudostates. For example, from the error equations*

6Qx = - g ¢y + bx

GQy = 9 o, * by

b T wgty b (10)
®y =t w0ty + cy

C.pz B wy Py Tty tey

one can define -he following set of pseudostates:

Tilt Pseudostatus

. b
B, 02 G ¥ 7}
(11)
- b
- _ X
BT %y T g

where bx and b are level-accelerometer biases, ¢ and ¢y are the original platform tilt variables, and g
ic the magnitud: of the effective gravity vector,

- . :
* Some terms in the standard error equations have been omitted.
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Drift Pseudostates

- usz

e = ¢+

X x 9

- wzb (12)

= + 2y

vy T &% g

. w,b, + w,b
e = g - XX X X

z z g

where wgr Dy and w, are inertial-angular-rate componants and €x* Ey» and e, are gyro drifts.

The pseudostate constructions show that accelerometer bias errors may be deleted from the filter for
operation in the airborne-alignment and navigation mode, where the vertical platform torquing rate, w_, 1s
essentially the vertical component of earth rate. For this condition the terms containing accelerometer
biases in the drift pseudostates are much less than the inherent qyro drifts. Conversely, however, the
pseudostates also imply that Tevel-accelerometer bias errors become observable when the platform vertical-
axis torquing rate is very large, as it is during platform slew {about 100 times earth rate).

Ouring the preliminary design phase, a decision was made to implement a Kalman filter for B-1 gyrocompass
or ground alignment in order to maximize unaided inertial system performance. Initial covariance analysis
studies in this area with implicit platform slew were highly encourgaging. Subsequent covariance analyses
with actual slew-rate modeling wera disastrous -- unless accelerometer biases were modeled explicitly in
the filter. Simulation studies confirmed the pseudostate implication that accelerometer biases are observ-
able during slew. Figure 12 is simulation data which illustrates this estimation. In practice, the appar-
ent accelerometer biases are themselves linear combinations of inherent bias, input-axis misalignment and
vertical-gyro torquer-axis/platform level-axis non-orthogonality. The subject of real-system slew-induced
phenomena is discussed in Section 5.2.

4, Practical Aspects of Filter Implementation

There are many important practical considerations in designing and implementing a Kalman filter for cruise
navigation. Airborne computer capability is usually the most critical practical limitation. However,
other factors such as operational flexibility, error-mode] sensitivity and software commonality shape the
final form of the filter and its associated update and correction mechanization. This section discusses
some of these considerations as they apply to the B-1 navigation filter.

4.1 Position_Updates
4.1.1 Two Azimuth-Error Variable Utilization

In its present configuration the B-1 navigation filter models 13 level-channel error states: two position,
two velocity, four attitude, three gyro, and two Doppler. Other operational navigation filters for Doppler-
aided inertial cruise systems use 12 level-channel error states. The difference is that the B-1 filter
models two azimuth-error states: 66_, the computer-to-ideal axes azimuth misalignment; and 4_, the platform
to-ideal axes azimuth misalignment.” The practical reasons for implementing two azimuth-errof states are
discussed in the following.

The 8-1 inertial navigation system mechanization employs a set of direction cosine matrix elemerits as the
basic navigation parameters. The direction cosine elements which define the orientation of local-level
wander-azimuth navigation axes with respect to earth-fixed, rotating reference axes (Fig. 13), are functions
of latitude, longitude and wander angle (Fig. 14). The errors in the direction-cosine elements or equiva-
lently in latitude, longitude, and wander angle, are functions of the angular position errors, 60, and &8,
and the azimuthal misalignment error, 88,. The error equations have the form y

aclj

6C2j
6C3j
where the Cij (i,j=1,2, 3)

S\
54

Sa

where i, L, and a are latitude, longitude, and wander angle.

and true values.

662 C2j - Gey C3j
Gex C3j - 682 Clj

= Gey Clj - 86, C2j

are navigation direction cosine elements and

=z i +
sex sin a dey COS a

(5excos a - 80, sin a)/cos X

y

6%-6L sin X,

(13)

(14)

The 6's denote differences between computed

Equations (13) and (14) show that it is convenient to retain §e, in the navigation-error state vector and
to utilize estimates of this variable in correcting system position errors. The fact is, however, that

this variable is omitted from many navigation filter designs.

Both published (Ref. [4] for example) and

unpublished analyses show that the decision to retain or not to retain se, should be influenced by the

following considerations:
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(1) Obsareaility

In the air, &5 appedrs at the position-error-rate level and is miltiplicative with level-velocity
componnts , whireas ¢; appears at the velocity-error-rate level and 1s multiplicative with lateral
acceleration componerts. The two vartables are, therefore, distinguishable when the vehicle is air-
borne. The two variables are not distinguishable when the vehicle is stationary on the gwround.

(2) Velocity Ervor Definition

The natural definition of velocity error in building simylation programs or in anaiyzing flight-test
data {s velocity register contents minus reference-velocity components, i.e., camponent differences.
If the vector-difference definftion is employed, then the velocity transformatiun in Eq. (4) must be
el ther incorporated into the error model directly, or separately applied when making position and
velocity updates and flight-test datas comparisons.

On the basis of these considerations, and in view of the fact that the 8-1 is a long-range, high-speed
croise vehicle, the error mode! in Fig. 8 was used in the B-1 navigstion filter,*

4.1.2 Update Algorithms

Equations {13) and (14) have been implemented in the B-1 Offensive Flight Software {OFS} for correcting
navigation cirection cosines when filter estimates of §x, 4y and ¢6; are available. (The computer-axis
misalignment angles, LT and 46, are related to the filter's linear position-error variables, &x and &y,

by the relationships 6o = - 4L and ¢o_ » 3{5.) Cquations (13) are used when position-error estimates are
based o Doppler measurements, since pgsit on-error estimates derived from velocity updates are usually
quite small. The direction-cosine update algorithm for Doppler-derived updates is therefore

B . mctE (15)

where cT[ fs the direction-cosine transformation from earth-fixed axes to true-platform axes, CCE is the
directicn-cosine transformation from earth-fixed axes to computer axes, and M §s the correction matrix

1 '692 66y
éez 1 -89,
08 6o, 1
L y . J

When position fixes are available, however, the filter's position-error estimates can be relatively large,
and the application of Eq. {15) may rcsult {n unacceptable direction cosine matrix non-orthogonality. To
circumvent this problem, Egs. (14) are used in the OFS to correct latitude, longitude, and wander angle
directly at position-fix updates. The correction equations are

+ - :
X = X - 6

o= U - oL (16)

+ . -
< 2 a = Sa

and the updated latitude, Yongitude and wander angle are used o re-initialize or re-compute the elements
of the direction cosine matrix. This technique guarantees direction cosine matrix orthogonalfity.

Anv alterrate divection-cosine update algorithm, which works well in the simulation program for both Doppler-
derived and fix-derived position uypdates, is

b o« neCE (17)
where N is the correction matrix
r -
se © o+ 6&12
1 - ] -66, 00y
50 2, 6922
60, 1 5 -t9
2 2
630 + 66
X
‘60), 60, 1 - —’—*—2‘-‘[—
- .

*Arother error mddel, which might be suitable for an application such as the B-1 retains Gy Sy and &
for tne platform atLitude error variables but eliminates 46, by driving the true axes into coi‘cidence
with the computer axes through additional azimeth axis torquing. This error model, which incorporates
the velocity transformation in Eq. (4), utilizes only one azimuth-angle variable.
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The reason why this algorithm is suitable for position-fix updates {s that N saiisfies the orthoge-
nality condition

f g Cox ° ajk-l(jrk) or 0 (J¢k) (18)

more accurately than does M for § = k. The reason why this algorithwm was not implemented in the B-1 nayi-
gation filter 1s that {17) does not improve the orthogonality of the direction cosine matrix at a position
update, whereas direction cosine matrix re-inittalization satisfies the orthogonality condition for both

Jokaond §¥ k. [f an accurate direction-cosine update algorithm is not amployed at posttion-fix updates,

simulation runs show that the errors in the filter's gyro drift estimates become lurge due to erroneous
earth-rate resolutionm.

4.1.3 Position-Fix Quality Weighting

From both the theoretical and practical standpoints, the accurscy with which the B-1 Offensive System
Operator actually makes a position fix is dependent on aircraft altitude, reference-point quality, opera-
tor skill, and other factors. Consequently, the B-1 mechanization {ncorporates a quality weighting scheme
for processing position-fix information fn the Kalman filter. The scheme {s simple: The position-fix

measurement noise variance, ops in the filter's measurement noise (R} matrix may be manually set to one
of three preprogramed values:

Quality 1 - ORZ = 1/4 times Quality 2

2 - ORZ = Peference Vailue

3 - ch2 = 9 times Quality 2

Tha operator, therefore, has the option of weighting a position fix in accordance with his subjective
feeling concerming its accuracy.

4.2 Doppler Error Model

4.2.1 First-Order Markov-Process Assumption

The Doppler scale-factor and drift-angle bias-ltke errors in Fig. 10 consist of cxponentially-correlated
and random constant or time-independent commonents. The corresponding truth model 1s

L]
o
o
Eed

o
(=]

= + u ‘19)

where 1 1s the correlation time and U fs white nofse with power spectral density Q. Since only linear
cohinations of scale-factor or drift-angle error states a-e observable, these Joppler errors were criginal-
1y mGeled in the atrborme navigation filter as the tirst-order Markov-processes

) [y l »
XD -3 X0 + U (20)
with in'tial (over land) covarfance uncertainties of

P« Py +P (21)
DO Bo NO

sd correlation times of 15 minutes. The subscripts “B and "N" fn Egs. (19), (20), and (21) refer to
random-constant and exoonentially-correlated error sources, respectively. The subscript "D" refers to
compos ite scale-factor or drift-angie errors as modeled in the filter.

The rationale for implementing a firsi-order Markov-process Doppler model in the 8-1 navigatfon filter was
provided by sensitivity analyses (in the form of error budget histograms) which exhibited the relative
cuntribution of Doppler exponentially-correlated noise and time-independent bias errors to system position
error at landfall and velocity error during penetration. The sensitivity analyses, which were generaied
with the suboptimal covariance analysis program, were based cn the assumption that 80% of a specified Cop-
ler scale-tactor error or equivalent drift-angle error should be treated as a time-independent blas and
that 60% ov these errors should be treated as exponentially-correlated noise (root-sum-square to 100%).
The error budget histograms showed that system performance was significantly more seasitive to Doppler
noise than to Doppler bias.

The 15-minute corretation time was selected partly on the basis of its popularity over the years in the
filter-design business and¢ partly on the basis of in-house simulation and sensitiyity studies. Figure 15,
for example, 1s data obiuined from the covartaice analysi. program for a candidate suboptimal fiiter design
by varying the real-world Doppler correlation time and fixing the filter-model correlation time. (In this
suboptimal desfign tpg Doopler scale-factor and drift-angle process noises were not cet equal to the E -
equilibrium values 2 O¢ implied by [gs. (20) and (21)}.) The figure shows that performance sensitivity to

T

rezl-world correlation time uncertainty 1s reduced by modeling relatively short correlation times in the




filter. The popularity of the 15 minute correlation time may be traceable to Ref. [6] which states, in
effect, that 15 minutes {s the least desirable (and therefore most conservative) correlation time for
Doppler bias errors in a Doppler-inertial system because of Schuler effects.

it

4.2.2  Sea State Reset

Throughout the 8-1 navigation filter design process, it was assumed that Doppler performance over water is
signtficantly degraded relative to Doppler performance over land. Sea-surface motfon was postulated as
the basic physical source of this degradation, since Doppler reflection is ralative to a moving medfum.
Although ocean ~urrents (gross motton) are predictable in many parts of the wcrld, a global ommidirectional
sea-bias uncertainty of 3.5 knots per axis was used for Doppler over-water error modeling.

seladh b

The B-1 Offensive Systems display panel contains a land/sea switch for Doppler over-land or over-water
operation. From a filter-implementation standpoint, the switch controls Doppler covariance matrix, dynamics
matrix (correlation time), process-noise {compensation) matrix, and state vector re-initializations and
resets for transition fi-ca Yand to sea and sea to land. The off-diagonal covariance elements in the Doppler
scale-factor and drift-angle rows ond columns are set to zero at transitions. For flight over watar, tne
Doppler scale-factor and drift-angle variances are reset to values commensurate with the 3.5 knot sea-bias
uncertainty, while the accumulated estimates of scale-factor and drift-angle errors are retained. At land-
fall the scale-factor and d. ift-angle variances are reset to thefr initial (original) over-land values,
while the accumylated scale-factor and drift-angle error estimates , which have presumably been corrupted

by sea-surface effects, are reset to their (stored) pre-over-water values.

HEVERTR——

The process-nofse (Q) matrix 1s resct concurrently wish the ccvariance matrix to new Markov-process
equilibrium values. Process-noise matrix reset alone wiil, of course, stimulate the same increase (or
decrease) in Doppler-error-estimate uncer.ainty - but over a longer period of time. Resetting both the
covariance matrix and the noise matrix at land/sea or sea/iand transition tells the filter immediately that
the Doppler in'omation is less trustworthy over water or reliitle when the aircraft i< again over land.
This 1s particularly important for weapon delivery, since it results in markedly Jower post-landfall
velocity errors. The measurement-noise (R) matrix is not reset at transitions under the assumption that
Doppler fluctuation noise is relatively independent of terrain.

e A A s & s 4
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Figure 16 displays relattve over-water yrowth rates tor three operational situations (mission scenario
similar to the one in Fig. 3): i

b

sl) Doopler off over waier
2} Filter reset over water (s sctting)
235 No fiiter reset over water (land setting)

. e 8

The performance predictions were obtained from the suboptimal covariance analysis program with an initial

3.5 knots per axis sea-bias uncertainty modeled in the real world. The figure shuws that the performance

degradation 1s significant when Doppler errors in the fiiter are not re-initialized for flight over water.

The figure also shows that the large Q values in the filter for reset over water inhibit heavy Donpler- H
velocity damping. !
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4.3 Gyrocompass /Autocalibration Filter

As discussed in Section 2, long-range over-water cruise navigation with no position fixing places a
premium on periodic inertial measurement unit autocalibration and on qyro-calibration stability. Yo
maximize the interval between autocalibrations, a two-position ground alignment - or gyrorompass -

mechanization was originally implemented for the B-1. The idea here was that operational ground align- i
ments would then provide level-gyro re-calibrations. :

The B-1 ground alignment and autjcalibration mechanization is designed davound @ Kelman filter which usec

velocity as an observable. 7The original mechanization consisted of seven and one-half minutes of fine )
leveling, azimuth estimation, and north-gyro calibration in the first position; a 90 degree slew; and !
etght minutes cf azimuth refinement and ?origmal) east-gyro calibration in the second position. The E
filter is "on" during slew. For the sake of s~rftware commonality, the qyrocompass filter is structurally

fdentical to the naviaation filter, except thar (in accordance with the discussion 4n Section 3.3) there

are two level-accelerometer bias-error states. Since Doppler-error states are redundant on the ground, -
the accelerometer bias errors are modeled in place of the Doppler errars, thereby preserving filter 2
dimensfonality. The accelerometer states are replaced by Doppler states at transition from the ground-

alignment mode to the navigation mode. Also, for the sake of software commonality, the B-1 gyroccmpass

filter 1s a subset of the B-1 autocalibration filter, that is, autocalibration is simply extended gyro-

conpass. About 2 hours are required for autocalibration in order to schieve acceptable azimuth-gyro

calibration accuracy. Figure 17 displays the qyrocompass/autocalibration arror-dynamics equations es they

are currently implemented. The critica) terms in these equations relative to slew-induced accelerometer-

bias observability are uzoy and - in tie ¢, and oy equations, respectively.

S S TP R W PRIV

During the verification piase of gyrocumpass/autocalibration filter development, a single-position gyro-
compass was imglemented in order tu increase gyro-calibration time in the firct position during autocal.
This decision was alsc based on an analysis of the annmalies discussed in Section 5.2 and on accumulatirg
eviderce to the effect that “in-the-field" LN-15 gyro-calibration stability is much better than hzd been
anticipated.

4.4 Software Considerations

M i i i s e b e

4.4.1 Transition Matrix Generation

First-Order Algorithm

T.e problem of choosing an algorithm for transition matrix generation arose quite early in the B-1 navigation
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filter software-development process. An analysis of algorithn. accuracy requirements, similar to that
described {n [1] resulted {n the selection of

m
e(mat) = 1 (I + e at), (22)

k=]

wvhere 4t 1s set equal to ! second and m 1< 6, the number of seconds in tne B-1 Kalran update cycle. Set-
ting 4% ~qual to 1 second eliminates a muitiplication.

Dual Filter Cosmonality

There are two navigation filters in the B-1, one for e¢ach inertial platform. The filters operate indepen-
dently of each other, except for the fact that they use the same Doppler-velocity and positiom-fix update
information. The coarse-alignment mechanization ensures that the wander arngles of the two platforms are
approximately equal at the initiation of fine alignment with the Kalman filters. Since both platforms will
indicate approximately the sane level-axis velocity components for paraliel alignment, the two filters use
a common transition matrix for error propagation.

4.4.2 Design Simplifications

Airborme computer capacity eventually becomes 2 1imiting design factor on any software development program,
The B-1 is no exception and navigation filter design simpliSfcations have been introduced to save software.
The resulting performance degradation {s negligble for & typical mission.

Vervical-Channel Decoupling

The dynamics-matrix elements in Fig. 8, which couple the level and vertical-channel errors, have been set
to zero in the current B-1 filter design, and the level and vertical-channel filters opciate {ndependently
of each other. Sirce the vertical-channel error equations are {ndependent of aircroft dynamics, the Kalman
gains become constant in time after an inftial transient pertod.

Prefilter Aprroximations

The Doppler prefilter in the B-1 consists of simple velciit, observation averaging. The predicted velocity-
measurement errors are not averaged. As a result, the velocity residuals are of the form

v - Hax®
where y = % Ly, (n = number of measurements)
and Héx™ 1s evaluated at the end of thc measurement interval, The & second Kalman update cycle used on
the B-1, together with the fact th.t Dopfler updates are fnhibited during severe lateral maneuvers (1.irge
bank angles?. makes this a workable approximation.

4.4.3 Measurement Matrix Implencntation

The software code and timing requirements for implementing either measurement matrix in Fig. 9 are similar,
However, the matrix which utilizes Yy  and Yy_, rather than Y,  and Y,, as velocity observables has been
implemented in the B-1 navigation filfer in n¥der to avoid a sQuare-root canputation for groundspzed and
an arc-tangent computation for drift angle. These computations are

-1 Vx
& o= ten ” (- gh) - o6, (23)
Vx s

where V, and ¥ are system velocity components and v, is tne piatform yaw-synchro angie. The aisadvantage
of using v, a%d Yy, 3s velocity observables in the Ralman filter is that 1t constrains the designer to

m ode’ cqua‘ grcund!peed and drift-angle measurement nofses tn the filter R matrix when, in fact, these
notscs are not equal for ali Dopplers.

S. Flight-Test Yoiirication

Fron June 1974 through August 1975, a B-1 navigation system flight-test program was conducted at Holloman
Afr Force Base (New Mexico) aboard a modified (-141 Starlifter Aircraft, Some of the objectives and goals
for this flight test program wers {7]:

(1) 7o verify navigation hardware/software compatibility in 1 realistic dynamic environment.

(2) To identify navigation hardware, software and mechanization equation problems at an early point in the
B-1 developmen. schedule.

The avionics software on board the aircraft contained tne 8-1 naviyation filter. Although the avionics
hardware included an inertial piatfcrm and Doppler radars, 1t did not include a forward-looking radar. In-
stead, alrcraft position measurements were perfunmed wilh the atreraft's opticai viewfinder by overflying
checkpoints.

The navijation flight-test sequence at Hclloman proceeded from ground tests of the gyrocompass/autocalibration
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machanization through free-inertfal flight tests with grourd-alignment or autocaltbration fnitialization
to Doppler-fnerttal fiights with Loth ground and in-air inertial platform alignment. The primary objective
of the final phase of Hollomen flight testing was to verify the feasidbiltly of using fixed-antenna Dcppler
hardware with stabilized-antenna Doppler scfitware. From the standpoint of filter destign verification, the
Holloman Program:

(1) Provided range-calibrated Dcppler performance data for error xodel refinement.

(2) Exhibited some unexpected 'nartial platform slew-induced phenomena during the initial phascs of
ground-alignment cneckout.

5.1 Real-Horld Doppler Errors

The Holloman flight-test program provided a untque opportunity to compare the performance of three Loppler
radars under {dentical operating conditions (same terrain, altitude, end spred) and relative to the smme
velocity reference. The three Nopplers are the APN-185, the APN-200, and the APN-206. Two of the Dopplers
(APN-200 and APN-206) are fixed-antenna designs; the third (APN-185) uttlizes an electromechanically
stabilized antenna. The APN-1RS5 and APN-200 are made in the United States; the APN-206 is made {n Great
Britain., The velocity reference wes CIRIS (Completely Integrated Reference Instrumentation System).

5.1.1 Second-Order Markov-Process Approximation

Autocorrelation Function

Groundspeed and drift-angle outputs fram &11 three Dopplers, when differenced with the CIRIS data, exhibited
similar autocorrelation properties. Figure 18 {s a typica) groundspeed-error autocorrelation function.

The saltent characteristics of this autocorrelation function are a very rapid exponential decay (essentially
a white-noise component) and the presence of non-decaying osciliations {perindic componer:t). The periodic
component, which appears to be a sum of oscillatory random variables, is the critical data component n
Fig. 18. However, as of this writing, there 15 somc uncertainty as to precisely how much of the period-
fcity in this figure is due to inherent Doppler ervors and how mych is attributable to reference data
handling.

Reference (8] {(preliminary version) states that a sun of autocorvelation functtons of the form ‘
oplt) = E Dxp (t) x; (t4r)] = ¢(0) cos 8 7] (24) H
1]
resulds §n 3 reascnable analytical aepproximation to the pertodic compnnent in Fig, 18. This reference ;
4150 suggests that a basfc model which represents this type of autocorrelation function is the second-order '
Markov process ,
X, 0 1 v 1 f
. - ) . + U (25) !
-8 X 8
*2 L 2

where 8 is a frequency paraneter and the damping paraneter has been set to zero. The transition matrix

for this equation is
[ cos st %- sin Bt
LA Gs) :
| -gsinat cos Bt 1
P“(O) 0
With Q= 0 and P(0) v J. the covarfance P“ of 3 osclallates in time as ‘
0 0 i
2 Py (0)
1y () = Py (0) cos® et = —F—— [1 + cos 2 Bt). €7) »
It can be shown that the autocorrelation functior .
]
¢ (te,t) = ¢ (teq,t)P(t) :
eives: ;
? {28)

1 {Lte,t) = ?“ {0) [cos svcos” gt - sin 8 1 sin Bt cos BY]
- P“ (0) cos Rt coc . (t+ 1)

The amplitude of P,, (C) and the osciilation frequency 8 can be selected from the flight data. In general,
matching the autucé}relation data to an analytical expressior like the one above requires additional
independent periodic random variables - some with non-zero Q's and non-zero damping coefficlents.

Truth Mode)

The avtocorrelstion tunction in Fig. 18 does not cxhibit the Doppler (time-independent) bias errors which
were meisured during the Doppler comparfson study. These errors can be signiffcent for Dopplers which



hlaatlls oal ’“

T~y P e

PRI

3n

have not been calidbrated st the navigation-system level. Hence, the Holiu..n data seemed to show thet the
combination of rendom consteni, uncorrelated noise and second-order Marxoy process errors may be a belter
truth mooel! (1f the periodic component is reslly inherent to the Doppler} than the one assumed in Fig. 10,
which consists of random constant, uncorrclated no'se, and first-order Markov-process errors.

The implication of these results for Kalaan filter design s that the random walk (xp = y) 45 superior to
expanential ly-correlated notse for Xalman fiiter ler 1s. Jac he X -
navigation /ilter at Holloman was converted from m‘mzm\’ﬁmrﬂ‘mﬁ'nﬁue[’%”lﬁé ?22 . 130“%? !
flight testing progressed. (A practical disadvantage of using the random walk to model Doppler errors in
4 Kalman filter i3 that its variance grows without bound in time in the sbsence of updates. Hence, In
implementing this ervor wodel, it §; desfratle to fmnibit procesi-noise addition when the error variance
has reached a pre-determined limit.) However, the Holloman results as a whole seemed to indicate that
tither model is suivable for afrbome fiiter implementations. Fiyure 19 shows this rather dramatically
for a flight where the Doppier model in the filter was cxponentially-correlated noise. The heavy line in
the figure represents the sum of Joppler scale-factor error estimates rovided by the filter as 8 function
of time for one of the Holloman flights. The light Jine in the background is the true velocity scale factor
error oblained by differencing CIRIS-derived groundspeed with Doppler-indicated groundspeed, dividing by
groundspeed and averaying over the 6-second update intervai. The jagged nature of the averages reflects
the relatively noisy output of a typical Coppler. The superposition of the true and estimated scale-
factor errors shows that the filter is doing tts job.

5.1.2 Over-Water Biys

The assumptions below (see Section 4.2.2) were basic tu B-]1 navigation filter design for Doppler-inertial
flight overwatar.

1) Doppler groundsoeed and drift-angle accuracy {s dugraded due to seca-surface motion.
2) Doppler measurement (fluctuation) noise is escentially { ‘zpendent cf terrain,

The upper part of fig. 20 shows Doppler groundspeed errors over land and over water; th= lower part of

the figure shows the associated measurssent-noise standard Jeviation. The data s taken from a Holloman
flight which “race-tracked” over the Pacific Ocean off the Califomia Coast. The average groundspeed error
wis obtained by differencing Doppler-measured groundspeed with CIRIS-derived groundspeed and averaging
over 6-second (Ralman update) intervals. The groundspeed standard deviation 15 the empirical dispersion
of the sample groundspeed errovs about the average error. The data is displayed in three segments: the
segment to the lert s representative of groundspeed eccuracy over land (calibrated Doppler); the segment
in the middle typifies groundspeed accuracy over water; the segment to the right includes a sea/lang
transition.

o . ¥

1s parallel to the current. Note that the sea-bias changes polant} when the aircraft executes a 180-
degree turn.) The figure also shows that the Doppler measurement noise is only slightly larger over water
than it is over land. Both cof these results are consfistent with the tilter design assumptions.

The flgure clearly shows the offect of soz currents dn blasing the graoundenoed cutput,  {The £lighe nath
°

5.2 Gyrocompass /Autocalibration Anomalies

During the ietter stages of B-1 Offensive Software development, the two-posttion gyrocompass/autocalibra-
tion filter was subjected to exhaystive verification with the simulation program. The solid Yires in
Figs. 21, 22, and 23 are simulation program plots of expacted gyro-calibration and wander-angle estimation
errors over a 40-minute time interval. The data in these figures represent compyted standard deviations
for a five-case Monte Carlo random sample of fnertial-sensor and initialization errors. In the firct
position the north gyrg 1s calibroued and the wander angle is estimated to an accuracy commensurate
with esst-gyro calibration uncertainty. In the second position the (original) east gyro is calibrated and
the wander-angle estimate is refined.

The real-wor:1 results were nut always this pretty. Figure 24 is a real system analog of the simulated
results in Fi,5. 21 and 22 and 1s typicea) of many gyrocompass autocalibration checkout runs at Holloman.
(The error curves in Fiy. 24 are plotted sn that the gyro which is potinted north in the first position
hai 2ero calibration error prior to slew and the gyro which {s pointed north in the second position has
zero calibration error after a 3-minute time interval.) The post-slew gyro-calibration avershoots and
offsets were completely unexpected. Moreover. the magritude of the filter's gyro-calibration estimates
varfed from rin to run and appeared to be a function of the wander angle used to initialize the system.
As a final surprise, the accelerometer biases estimated by the filter during real-platform slew differed
ppreciably from accelerometer biases measured during IMU acceptance test procedures (ATP).

Aalytical investigstions of these phenamena focused sequentially on the foliowing candidate causes:

(1) Level-gyro scale-factor calibration fnaccuracy.

&2 Verticai-gyro torquer-axfs misalignment.

3) Ymw-synchro notse during platform slew.

Analysis of Vong-term levei-gyro scale-factor calibration date revealed stability to within 0.0]1 percent -
less than .0015 degree per hour of equivalent gyro drift #¢ Holloman lstitudes. Consequently level-qvro
scale-factor calioration frnaccuracy did not appear to be the problem.

$.2.1  VYe. tical-Gyro Torquer-Axis Misalignment

Cons ider the error equations

avx * -.g ‘y’bx
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avy i by
e oty (oy * )t (29)
by wp (=9 + ny) + ey

for a stationary inertial measurement unit. The symbols n, and n, in these equations are vertical-gyro
torquer-axis misalignment-angle components along the platform 1evg1 axes. Before platform slew w, * a2,
(on the order of 10 degrees per hour) and the filter cannot distinguish between platform tilt and
accelerometer bias. Ouring platform slew w; = p_ (about 1000 degrees per hour) and the equations show
that the platform will be tilted until the z-gyro torquer-axis is vertical. The tilt is accomplished
through accelerometer-bias-correction buildup - the filter, in effect, adding vertical-gyro misalignments
to accelerometer-bias estimates. Although vertical-gyro torquer-axis misalignment helped explain the
difference between ATP-measured and filter-estimated accelerometer biases, simulation studies showed that
this error source did not stimulate the post-slew gyro-calibration overshoots and offsets.

5.2.2 Yaw-Synchro Noise during Platform Slew

One advantage (at least for analysts) of a local-level wander-azimuth mechanization which utilizes vertical
earth-rate torquing is that inertial platform heading is constant during ground alignment and autocalibra-
tion. In the B-1 mechanization the on-board computer's estimate of platform heading or wander angle is
used in the equations

44 = 1 co$ ct,, cos Xo
(30)

2 -
Qyi Q sin a; cos Ao

to resolve earth rate along the platform x and y axes for level-gyro torquing. In Eq. (30) @ is earth rate,
A, Is input latitude, and oy is current wander angle. During platform slew the wander angle is updated

w?th the equation

ay I P 6(;2 + 49 (31)

i S

where 652 is the wander-angle error estimate from the filter (zero longitude error in Eqs. (14) ) and ABg

is an increment in the yaw-synchro-angle readout. A new wander-angle-error estimate is available from the
filter every 6 seconds - with or without slew; the a0¢ increments are available every 1/16 of a second.

The solid lines in Figs. 21, 22, and 23 were taken fromasimulation run with an error-free synchro angle.

However, when yaw-synchro noise was added to the simulation during slew, the overshoots and offsets appeared.

The dotted lines in Figs. 21, 22 and 23 are taken from a simulation run which is identical to the one which
generated the solid lines, except that uncorrelated noise was added to the simulated yaw-synchro readout.
The reason why the offsets appear is that yaw-synchro noise results in post-slew wander-angie errors of
which the filter is unaware, and the filter assigns this error to gyro drift. Laboratory evaluations have
confirmed the presence of readout noise in even the best IMU gimbal-angle synchros. Hence, the cumulative
effects of yaw-synchro noise (or an equivalent yaw-synchro bias shift during platform slew) turned out to
be the cause of the gyro-calibration anomalies observed at Holloman.

A filter modification which eliminates this problem is the addition of process-noise compensation during
slew at the wander-angle-error (&5 ) level. The dashed lines in Figs. 21, 22, and 23 are the same simula-
tion run once more with additional“process-noise compensation during slew. The anomalies have been removed
and the gyro-calibration curves are almost congruent with the original results. The compensation increases
the é6_-estimate uncertainty at the end of slew and permits the filter to re-gstimate the wander-angle
error Prior to resuming gyro calibration. As a result of these investigations, yaw-synchro noise compensa-
tion was added to the B-1 gyrocompass/autocalibration filter mechanization.

6. Conclusions

The B-1 navigation filter is a conservative, straight-forward design. Although Holloman flight-test verifi-
cation produced some hardware/software interaction surprises, design refinements resulted in filter nerfor-
mance which was actually bettur than had been anticipated. The principal design refinement to the naviga-
tion filter was Doppler error model conversion to the random walk.

in retrospect, the Holloman experience associated with leaving the gyrocompass/autocalibration filter on
during finertfal platform slew at high angu.ar rates suggcsts that attendant theoretical advantages, such
as accelerometer-bias estimation, may be minimized by real-system phenomena, such as vertical-gyro torquer-
ax?s misalignment and yaw-synchro readout inaccuracies, Since the primary purpose of inertial-measurement-
unit autocalibration 15 gyro-drift estimation and since navigation system performance in the Doppler-
inertial mode 15 relatively insensitive to accelerometer tias errors, it would probably suffice, in
practice, to turn the filter off durlng slew (while maintaining software coarse leveling) and to re-
Inttialize the filter for platform re-alignment and gyro-calibration refinement in the second posiiion.
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EXPERIENCES IN FLUGHT TESTING HYBRID NAVIGATION SYSTEMHS

Dr. Heinz Winter
Deutsche Forschungs- und Versuchsanstalt
fir Luft- und Raumfahrt e.V, (DFVLR)
Institut fldr Flugfihrung
33 Braunachweig, Germany

SUMMARY

This lecture describes the experiences gained at the DFVLR Braunschweig in

- error modeling for navigation sensors
- designing filters for hybrid navigation systems
- sensitivity analysis of these filters

~ building up high precision reference systems for the
flight tests

- flight testing hybrid navigation systemc and
- evaluating the flight test results.

The navigation accuracies of Doppler-inertial and baro~inertial systems, derived
from theoretical analysis and flight tests, are given.

1. INTRODUCTION

Inertial navigation systems (INS) of the present generation attain navigational
accuracies with a positional error of less thun 1 nautical mile after 1 hour of flight.
These errcrs are, in general, increasing with time, so that in long-duration flights or
in missions where very high navigational accuracy is required, the position and velocity
accuracy of the INS a.one is not sufficlent to guarantee mission success., In these cases,
the INS is aided with the help of additional navigation sensors such as Doppler radar,
pressure altimeter, etc.

Tn this lecture the experiences gained at the DFVLR Braunschweig in designing and
flight testing hybrid ravigation systems are described. As examples, the conventional and
the optimal aiding of the horizontal channels of an INS with a Doppler radar, and of the
vertical channel with a pressure altimeter, are considered in detail.

2, FLIGHT-TEST ARRANGEMENT AND REFERENCE SYSTEM

The test flights are carried out with the HFB 320 aircraft of the DFVLR (see Figure
1), which has an LN3 irertial platform, a Honeywell H316 computer, a magretic tape for
data recording (5 times pe: second) (see Figure 2), a Doppler radar, a pressure altimeter,
and different radio-navigation aids on boar..

The test flights are, in general, carried out within the lock-in range of one or
several tracking radars, to obtain the high precision required for the position and
velocity reference. Figure 3 shows a typical flight path of the HFB 320 and the lock-in
range (some 7% kilometers) of the MPS 36 radar equipment, located in Meppen, Germany. The
corresponding velocities of the aircraft are shown in Figure 4, and the horizontal accel-
erations are shown in Figure S. (The accelerations, velocities, and flight path have been
reasured by the unaided INS.)

The high-precision velocity and position measurements are obtained by off-line
smoothing of the data obtained from the tracking radar with the help of the INS. The most
appropriate form of the smoother, for the purpose cf evaluating this data, is the optimal-
smoothing algorichm developed by Rauch, Tung, and Striebel (1), which consists of a Xalman
forward and backward filtecr.

The tirs-discrete model equations of t.e system to be smoothed are

x(k) = $(k,k-1) x(k=1) + u(k-1)

glr) = H(%) x(k) + v(k) (D
4.eTe

$(r k~-1), H(¥F) = *ransition and measurement mdtrices

»ir), yir) = state arnd measurenent vectors

Slry, vivy : uncorreiates noise vectors with covariance

matrices (k) and P(k).
«
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The Kalman-forward-fllter equations of the Rauch/Tung/Striebel algorithm are

R(K)™ 2 o(k,k=-2)8(k-1)* (2)
ROODY 2 ROOT » K(k) (y(k) - HEKR(K)™)

POOT 3 o0k, k=DIP(k=1) a0k, k=107 + Q(k-1)

K(k) = POOTHOOT(HOOPOO THOOT +R(k)) ™Y

POOY = (1 - K(OHOO)IP(K)™?

[}

whers
covaiance matrices of (%(k) - x(k)) and
(%(k)* - x(x))

R(k)", %(x)* = filtered estimates of x(k) immediately before
and after mcasurement k

K{k) = optimal gain of forward filter,.

B(k), PO

The backward-filter equations of the Rauch/Tung/Striebel algorithm are

(kM) = ROOY 4 c(k) (R(k+1, N) - e(k+1, X)R()T)
c(x) = PO e(k+1, X)T (P(k+1) )7L (3)
POGE) = PUOY + Clk) (P(k+1, N) - P(k+1))CCK)T

and are started with

R(NLN) = ®(N)?

P(N,N) = p(N)}
where

N = total number of measurements
%(k,N) = smoothed estimate
P(k,N) = error-covariance matrix of smoothed estimate

C(k) = optimal gain of backward filter

The error nodel of the INS, which is described in Section 3.1, was combined with
an uncorrelated-noise-type error of the radar measurement to obtain the reference-system
error model., The result of a sensitivity analysis (see Section 4.1) of the velocity error
of the forward filter is presented in Figure 6, showing a good correspondence between the
actual error and the forward filter's self-diagnosis. This means that the filter is rather
insensitive to the model simplifications described in Section 3.1, The precision of the
reference positicn is illustrated in Figure 7 (filtered estimate) and Figure 8 (smoothed
estimate). These figures show the high accuracy of the reference system, in that position
errors are on the order of 10 meters and velocity errors are on the order of less than
0.1 meter per second. This accuracy is also obtalned in flight periods where the radar
has lost the target for several minutes [2].

J. EKROR MQULELS OF THE SENSORS

3., Inertial Plazform

The test aircrait, HFB 320, has an LNJ inertial platform on board. Figure 9 shows
the position errcrs of the horizontal channels during a laboratory test run of the un-
calibrated LNJ. figure 10 shows the corresponding acceleration and velocity errors: large
Schuler as w2ll 315 24-hours 9scillaticns are excited by the bias errors of the uncali-
brated gyros an! iccelerometers, Theoretical analysis [3] and evaluation of laboratory
tests (see Figur«s 7 and 10) lead to the error model for the LN3 given in equation (u).
The elements of :7e ctate vector, x, are:

(1) 7Three misalignment angles, a, 8, vy, about the east, north
a:r ! vertical axes (local-level mechanlzation of the INS),.

(2) ‘crresponding velocity errors, Avo, AvN. sz, in east,
rurth, and vertical directions,

(3) +F.<sitlon errors, 4L, 81, Ah (latitude, longitude, and

height errors).

In addizion,
4 2 4distance of aircraft from ecarth center
2 sarth rate (15 degrees/h)

: latltude
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h s height
v, 3 aircraft velocities

A A, = Accelerations measured by the INS

R 2 earth radius

8 = 9,81 m/a’

dx' dy' dz . gyro drift rates and accelerometer errors in
a .

v A, a, the three axes,

X y

Neglecting the Foucault modulation, the coupling of the 24-hour oscillation, and
the acceleration coefficients given in equation (4), one obtains the simplified error
model of the LN3 shown in Figure 11. With these simplifications, the horizontal channels
are nearly decoupled from each other and have a very similar error behaviour. The insta-
bility of the vertical channel, which is completely decoupled from the horizontal channels
in this simplified model, is clearly visible. Figure 12 shows the position errors of the
north/south channel excited by several typical alignment and sensor errors. Figure 13
illustrates the instability of the vertical channel, For most applications, the simplified
error model shown in Figure 11 is sufficiently accurate.

3.2 Doppler radar

Figure 14 shows a comparison of the horizontal aircraft velocities measured by the
well-calibrated and aligned LN3, and by the Doppler radar of the HFB 320: the correlation
time of the Doppler radar errors is on the order of a few seconds, 8o that the assumption
of an uncor-alated Doppler eirr2r is justified for the sampling interval of 10 seconds,
wh'zh has beer chosen for the Doppler aiding of the INS.

3.3 Pressure altimeter

Assum.ng a known distribution of air temperature with height, the barometric height
can be calculated directly from the measured static pressure, p. The best known relation
between height and pressure is the barometric-height formula

HB = - 8000 - In (p/po) [m] . (5)

p. is the static pressure at sea level which must be known for the determination of the
barometric height. The relation given in Eq. (5) is, however, not sufficiently accuratg
for practical purposes, as it rests on the assumption of a constant air temperature (0 C).
A nurber of "standard atmospheres" have been used at various times. For our test flight,
the formula used to calculate the height from the pressure was

- 2
HB = (a3p t a,p" +ap ¢ ao) + D . (6)

a, a,, a and a, are coefficients obtained empirically. The parameter, D, is determined
beforé thg start, so that at the measured static pressure, HB is the correct height at
the start.

The deviations of the real from the standard atmosphere are due to the weather. As
an example, Figure 15 shows the altitude variations with time of three pressure levels
measured a* Hannover airport. To determine the influence of the weather on the barometric
measurement in an analysis of errors, we shall start from the following representation of
the atmosphere: the atmosphere does not change during the test flight time (1 to 2 hours).
In the range of the test flight (some 100 kilometers around the place of start), the in-
clination of the isobaric surface planes to the horizontal remains the same, The height
error at tne place of start is a linear function of the height. These assumptions are
certainly not very rigorous, but they present a good first approximation to the reality
{the model can easily be made more accurate by assuming second order terms and a time
dependence, this however requires more computation)., If an aircraft flies with east, north,
and vertical velocities, v_, " and v, through this static atmosphere, then the barometric
height shall be wrongly megsured by t&e amount AHBl.

4 s -
IS (AHBL) eV eV T E,V, (7)

€. and £, are the inclinations of the pressure surfaces [m/m), and ¢, §{¢ the proportion-
a?i:y factor [r/m) between the height error at the place of start and the height.

and ¢, can be obtained from the weather charts

The extreme values for ¢ 7

O'
P -3
¢, 5 1N {m/m]
€, $ '10-? [m/m)

tu

The churacy with which the static pressure can be measured in an aircraft depends
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on the place in which the sensor is positioned. This error has been measured for the HFB
320 with which we carried out our teat flight and is shown in Figure 16. The linsar
approximation has baeu used for the consideration of errors.

AHB, = Crv (8)

2
¢p ° -0.67 from Figura 16 .,
denotes the proportionality factor between the velocity, v, and the error, AHB The

3 .
rrnaining errors of the barometric height measurement, which, in comparison to ch two
previously mentioned evrrors are small, are neglected in the error analysis.

The complete error model for the pressure altimeter (see Eq. (7) and (8)) is pre-
santed in Figure 17. HRB is an additional uncorrelated error.

4, HYBRID NAVIGATION SYSTEMS
4.1 Xalman filtering and sensitivity analysis

Figure 18 shows a schematic block diagram of a hybrid navigation system as it will
be considered in following sections; the navigational information delivered by the INS is
compared with an additional sensor, such as a Doppler radar, or a pressure altimeter. The
difference of both, the "measurement™, is fed into a Kalman filter which estimates the
errors of the INS and the additional sensor. These errors can be corrected on-line with
the help of a suitable controller. Our exreriences have shown that in the case of a time-
discrete estimator with 10 second sampling period the controller can simply be a con-
stant-feedback matrix [ ', chosen in such a way that the estimated errors of the sensors
are driven to zero in the sampling period after the measurement. The reason for thic is
that the low-frequency error behavior of the INS makes the estimation process slow, so
that the non-optimal controller practically does not influence the estimation accuracy
and the time required to identify the errors.

A major problem is encountered when one attempts to implement these techniques. The
nodel for an exact description of the hybrid system may either be too complex for a com-
puter of reasonable size, or the model is not yet known exactly to the design engineer.
For example, the dtatistical parameters characterizing the random sensor errors (e.g.,
gyro drift rates) are rarely known exactly.

The solution to this problem can be to design a suboptimal filter of smaller size,
one that represents the most important system aspects and neglects minor effects on the
navigation accuracy. The suboptimal filter is often less sensitive to inexact implementa-
tion of parameters. However, in any case, navigation accuracy is lost when the optimal
filter is replaced by a suboptimal one.

The actual estimation errors for a suboptimal filter cannot be calculated by solving
the Riccati equation, because this equation is based on the assumption that there is no
di fference between the model used in the filter and the real world. A set of equations
describing the actual estimation error covariance matrix of filtering algorithms in the
case of inexact modeling has been given by R.E. Griffin and A.P. Sage [u].

The N-dimensional error model of the hybrid navigation system, containing all known
error sources and all couplings, and representing the design engineer's best knowledge of
the system errors, is called "real world" in the following sections, and is described by

x =F x4+ ¢+ Gu (N-dimensional system) (9)
y = Hx + v .

F, G and H are constant matrices; and u and v are white-noise vectors, uncorrelated wiih
each other. The vector c represents the error-correction inputs, obtained by multiplying
the estimated state vector, %, with the control matrix, I %,

The measurement vector is fed into the suboptimal Kalman filter of dimension M
(M £ N) with the well-known structure described by

% = FM 5+ c o+ KN (y-H* &)

Kb = pa pat gaTl (10)
fe . T T T -1
P* = F% PA 4 Ph Fh' 4 Gk Qk Gh - Ph Hhk  RATT Hh P

The starred matrices, F*, G* and H4,6 are the system matrices of the M-dimensional repre-

sentation of the hybrid system errors in the filter. The matrices P, Q* and R* are
Asfined by

pa S L (k% kT

Pek 4 (t-1) = E (vd (t) y {(v))

QR 6 (e 1) = E (ub (t) ubl (1))

whera
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E (...) £ expectad value 7

8(t) : delta function ;

x& s error in the estimate (calculated under the ;

assunption that no discrapancy between the real
world and the model system exists)

v* and u® = white-noise inputs of the model system.

The covarlance catrix, P*, of the estimation errcr, X*, mesy be regarded as giving the :
velf-diaguonis of the filter, :

This zitvation is 1llustrated in Figure 19, which shows the closed loop of the
hybrid navigation system: the real-worid model representing the sensor errors, the Kalman
filter, based on the simplified error model of these sensors, and the contrcller, [ #®, for
the correction of the ectimated errors.

If the error model used in the filter
mation-error covariance matrix is no longer
(10)). A set of matrix eyuations describing

is incorrect or incomplete, the actusl esti- é
described by the Riccati equation (sse Eq.
the tire propagation of the actual estimatjon-

error zovariance matrix, P, the covariance matrix, P, of the ac*ual state vector, and
the cross-covariance metrix, P , between the actual state and the error in the estimate
has been derived in {4] for di¥crete filters. These equaticns had to be modified tv in-

clude the svffect of the feedback mstrix, N#*, The following continuous set of matrix 3
equations is odtained :
P,z (K& <xepe) P+ B (Fh - kue)T
+ (AF -K®aH) P, + Pr (AF - k#aH)"
+ K% paT 4 GQGT
P =T ®P 4 (Fe¢!"¢) F_ ¢+ P_ (F* - KaH#)T (11)
(=3 a T [ [
+ P (8F - K&eH)' - GoGT
P epT v p 4T 4 (P ey
x < < T T x H
+ Px(Ff %) + GQ6 :
wneare -
. - T E
Pu = E ({x-x) (x=x))
Pc = E (x(x%- x)T) -
P =L (xxT)
x
AF = F& - F
AH = H® - K (E is8 the expected value)

The starred matrices refer to the model system which is the basis for the filter,
and the unstarred watrices refer to the real-world system describing the actual senscr
errora. 1f the model state vector, x¥, contains fewer eslements than the real-world state
vector, x, a linear relatioaship oust exist between the two state vectors

x® : Sx
where £ f{a a nonsquare matrix. The atarred matriczs ia Eq. (11) have to be “ransformed,
to be ccmparible in terms of their dimersion with the unstarred matrices, for example

e - STF‘S

for 8 one-dimensional real wor)d and a one-dimersional filter, Eq. (il) can be re-
preserted in 8 block dlagram as chown in Figure 20. The block in brecken lines descrioes :
the estimgtion error covariance propagation for en estima‘tur with the same structure as *
tns Kaleen fllter, but with srbitcary (not optiwal) gains, K*. ’

1f there are no modeling errors (AF = AH = 0}, the three dynamic systems dezc.ribirng
the time histories of P , P and P are cnly coupied by the feedback-matrix, . *, arnd in
oper.~loop operation theg aré co:;lgte)y utcoupled. I1f 4F or AH are differert frow zero,
the covarlance of the actua) state, I' |, excites tne dyunawmic saystem which describes the
time propagation of P , and the cross-covariance, P , excites the dynamic systerm of P _,
via aF - x& N, ¢ < 2

The coaputations for the desi'r of the novigation filters described in the foullowving
sectivne have bean corried cut with the time-discrete versions of Eq. (10) and (11) with
a sample interval) of 10 seconds.




N2 Horizontal Channels
4.2.1 Conventional Doppler INS
The conventional Doppler aiding of the INS conaslsts of feeding the differences be-

tween the INS velocities and the Doppler velocities back inte the INS to correct the plat-
form att!tude and velocity.

In-flight ieveling

Figure 21 shows the error diagram of the conventional second-order leveling loop.
The Schuler oscillations are damped and their frequency is augmented: the leveling loop
is N-times Schuler tuned and, in general, critically damped. The noise content of the
Doppler velocity measurements is also fed back into the INS and causes additional errors,
the magnitude of which depends on the gain constants N and kl'

In-flight gyrocompassing

Figure 22 shows the error diagram of a third-order gyrocompassing loop. In addition
to the leveling loop in Figure 21, the difference in the measured north velocity is also
fed back to the vertical gyro torquer to correct the azimuth misalignment of the INS. This
third order loop has to be laid out in such a way that the errors in the INS, caused by
the Doppler noise, can still be tolerated, and that the alignment is time-optimal.

4.2.2 Optimal Doppler INS

A Kalman filter is designed on the basis of the sensor-error models, described in
Sections 3.1 and 3.2. For the implementation in the on-board computer, the error model of
the LN3 ( Eq. (4)) is simplified corresponding to Figure 11. Figure 23 shows the position
error computed with the real-world model of the LNJ3 (Eq. (4)) for a 3-hour flight in the
north/south channel as curve (D . The platform 1iIr, aligned to 20 arcseconds (1c0) in the
level axes and to 3 arcminutes (1c) in the azimuth., The gyro-drift rates are 0,01 degree
per hour and the accelerometer biases are 10~% g. The curve () in Figure 23 shows the
position error of the filter model (Figure 11), which also neglects the gyro-drift rates
and the accelerometer biases. In this model, it is assumed that the alignment errors are
the main error sources.

To inake the filter for the Doppler INS less sensitive to the model simplifications,
the Doppler noise in the model was assumed to be three times as high as it is in reality:
3 meters per second (lo), No process noise (gyro or accelerometer noise) was assumed in
the filter. Figure 24 shows the actual north/south position error of this hybrid system
and compares it with the filter's self-diagnosis. After ) hour the actual error increases
more and more due to the model simplifications. This also becomes obvious in Figure 25,
which shows the corresponding velocity errors. The model simplifications also cause an
increase in the velocity-estimation error, Curve C) in Figure 25 shows the steady-state
error of a ?0-times-Schuler-tuned and critically damped leveling loop. The actual error
of the optimal system becomes cven greater than the error of the conventional mechanization
after 2 hours of flight time with this filter. The effect of decreasing the sensibility
cf this filter to model errors is jillustrated in Figure 26: Curves () . C), and C) of
this figure show the high dynamics of the gains of the sensitive filter. The addition of
an artificial process noise (gyro and accelerometer noise) makes the dynamics disappear
and the filter less sensitive to the model simplifications (Curve C) of Figure 26). The
navigation errors obtained with this insensitive filter are illustrated in Figures 27 and
28. These figures show a good correspondence between the filter's self-diagrosis and the
actual errors. The position errors of few hundred meters after 1 or 2 hours of flight time
have been well confirmed by comparing the flight-test results to the measursments of the
reference system described in Section 2.

L. 3 Vertical channel
w.3.1 Conventional baro-INS

The conventional aiding of the vertical channel of the platform is shown in Figure
23, The dlfference beween the inertial height, Hi, and the barometric height, HB, is fed
back through the gain factors, K, and X_,, for the correction of the vertical velocity and
reight, The factors ¥, and K, are chosefh so that the control system (second-order) shows
a reasc-able transient behavior and that the inertial height follows the barometrjc height
well. For the test flights, and X_ were chosen such that X, = 2/T and K, = 1/T* with

K
T z 3, seconds;, that s, the éwo ;oxgs of the control system &ere identicaf. As a result

f this soft coupling, the inertial height follows long-term alterations of the barometric
heighs, Lur amoothes nur {ts short-term fluctuations (see Flgure 30).

b ac-elecomater blas, a_. in this process produces steady velocity and height errors

- . -
ArC R R




dvy 221‘
AHi = T l‘

For a_ = 10-& g+ the errors for T = 30 seqonds show AHi ~ 1 meter and Av, = 0,08 meter
per sécond. The mixing process has the drawback that the indicated hclgh% (baro-inertial
haight) atill has the same low~frequency errors, especially those dependent upon the
weather and sensor position.

4.3.2 Optimal baro-INS

The use of a Kalman filter in aiding the vertical channel of the platform makes it
posaible to create the optimum combination of inertial and barometric height by consider-
ing the errors in each kind of information. The filter can be arranged so that it also
corrects, in the optimum manner, the vertical velocity and acceleration (see Figure 231).
The basis for the Xalman filter is an eight~dimensional error model for the sensors (plat-
form and barometric height meter). This error model is shown in Figure 32, Part C) of
Figure 32 shcws the error model for the vertical channel of the platform. The gravity
correction is no longer calculated witl. the inertial height, Hi, but with the barometric
height, HB. In this manner, the positive feedback of an inertial height error onto accel-
eration is avoided. Part () of Figure 32 shows the error model for the barometric height
measurement. In addition an additive uncorrelated error (white noise, WRp) is assumed.
Part () of Figure 32 describes the error in the measurement of the aircraft's height by
a ground-based target-following radar giving white noise, WRy (the measured quantities Z,
or Zy are the differences hetween the inertial, barometric, and radar height of the alr-
crafr).

The following two configurations are considered:

(1) The barc-inertial system that is the optimum combination
«€ <¢he platform with the barometric height meter.

(2) The baro-inertial radar system that is the optimum combi-
nation of the platform with the barometric height metar
and the ground-based radar(reference system; see Figure 33).

The operation of the Kalman filter in the baro-inertial system is illustrated in
Figure 31. The difference between the inertial and barometric height is fed into the
Kalman filter. The filter then estimates the errors of the two heights on the basis of
the model shown in Figure 32, and computes the correction signals for the vertical accel-
eration and velocity as well as for the barometric height.

In the analysis of the test flights, a time-discrete filter algorithm is used. Every
10 seconds a Kalman filter iteration takes place, and the vertical acceleration, velocity,
and barometric height are corrected. The results are presented in the following.

Part of the test flights of the HFB 320 had been tracked by the target-following
radar. The radar installation measures both the distance tc the aircraft, and the elevation
angle. from these two measurements, after considering the corrections required by the re-
fraction of the radar beam, the height of the aircraft above sea level can be calculated.
The optimum mix of inertial, barometric, and radar heights is used as the reference height
profile., This combination is made with a Kalman filter based on the full model shown in
Figure 32.

An example of this is shown in Figure 34, Curve () shows the height profile of the
flight obtained by the conventional mixing of the vertical channel with the barometric
height. Similarly, Curve C) shows the radar measurements. The difference of height is
some 150 meters. It is illustrated again on a magnified scale in Figure 35 together with
the range of the aircraft from the radar. The uncorrelated noise, which arises from measure-
ments of the elevation angle can be clearly recognized. The measurement of distance is
accurate up to a few meters. A bias error in the elevation angle would lead to a height
error proportional to the distance; such an error cannot be detected.

The standard deviations (lc values) of the heigt errors and the errors of the
vertical velocity are calculated using the data of a typical test flight and the error
model. [t {5 assumed here that the parameters e¢,, ¢, ,, and ¢,. of the model shown in Figure
32 are not known. The Kalman filter estimates tRem uith the help of the sensors.

Figure 3£ shows the accuracy of the altitude measurenent of the reference system
{Curve 1)) which ccnalsts of the radar, the LN3, and the barometer. Curve C) shows the
accuracy obtalned by the optimal mixing of LN3 and barometer., Curve CD i3 the 1o error
of the pressure altimeter for the flight considered.

The arror of the vertical velocity from the baro-inertial system is shown in
Figure 37. Aczuracy depends on the strength of the acceleration noise of the INS: at
1073 g (17) rhe valo-lty error is about 0.4 meter per second (lo); at 10~% g it is abuut
6.1 metar prr secon? (lo). The analysis of the baro-inertial radar system has shown that
the accuracy of the vertical velocity {s not {mproved by the addition of the ground-based
calar syatem. The veloclty mrror ia determined Ly the quality of the platform (see
figore im). in Figure 317 the refarence altitude profile {s plotted, and the aititude

»
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established by mixing the platform with the barometric height meter,and the radar height.
It can be seen that the high noise conten:. of the radar height has been filtered out.

The flight tests have shown that with conventional mixing of the inertial height
with the barcmetric height, the high-frequency errors (noise) of the barometric height
measurements ave smoothed out, but the considerable error caused by the weather, some
100 meters (l¢), and by the wrong measurement ~f the static pressure, some 70 meters (1lo),
remain unchanged. If the two forms of height information (inertial and barometric) are
combined by means of a Kalman filter, then the good short-term accuracy of the vertical
channel of the platform can also be used to correct, to a great extent, the low-frequency
errors. The accuracy with which this is possible depends on the quality of the platform
used. In the case of a platform of inertial quality (LN3), while making the most un-
favorable assumptions about the weather and pressure-measurement errors, the heigt error
can be reduced to less than 50 meters (l¢). If the weather parameters, E,, €., and €,,
have been obtained from the weather gharts and the parameter, €ps from a cal§bration curve
then using the Kalman filter for the correction of these errors, the height error can be
reduced to some 10 to 15 meters (1lo).

The reference height generated using a Kalman filter with optimum mixing of the
barometric and inertial heights, with the height as measured by ground-based target-fol-
lowing radar, has an error which is less than 10 meters (lo).

The vertical velocity can be measured by means of optimum mixing of the inertial
with the barometric height, with an accuracy of up to 0.1 meter per second (lu). This
accuracy cannot be increased by including the measurements from the target-following radar.

These comments apply naturally only to flight profiles comparable to those considered
here, i.e., a range of some 100 xilometers, flight height of some 6000 meters, and a
velocity of some 100 meters per second.

5. CONCLUSIONS

Aiding the INS with a Doppler radar and a pressure altimeter is a means to consider-
ably improve the position and velocity accuracy. For the evaluation of flight tests, a
high-precision reference system is required, which has been realized at the DFVLR, Braun-
schweig, by smoothing the data of a tracking radar with the help of the INS., Flight tests
have demonstrated the high performance of the optimal hybrid navigation systems, and have
shown that this navigational accuracy can be obtained with filters of reasonable size, if
their sensitivity to the model simplifications is carefully analyzed and minimized.
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Fig 29 Conventionsl second-order baro-ineztial system.
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ETUDE ET REALISATIUNS DE PILTRES DE KALMAN
POUK SYITEMES UE NAVIGATION

Pierre PAURRE, LeTc CAMBERLEIN
SAGEM
€, avenue d'léna
PARIS
$116
France,

RESUME

leux érudes de SAGEM en flltrage cptimal, sont présertées dans ce papler avec les
expérimentations assocides,

(1 Un systéne de navigation adrornautique inertie-Doppler-recalage de position a été
testé avec succds, Le meoddle mathématique utilicd, ainsi que la deseription du
programme de 6000 mos répartis en deux calculateurs et les résultats de l'expéri-
mentaticn, scnt donnés.

o L'alignement rapide d'ure plate-forme 3 {nertie eat le deuxidme cas prisenté, La
modélisarion retenue est simple et 1es pains cbtenus sont importants : pour des
précisions comparables, l'alignement optimal dure 450 secondes i comparer aux
10*! secondes d'un alignemen claszsique. Le programme cependant utilise 1800 mets
du calculateur.

Enfin, des ccasidérations générales sur 1°' eng inecering des filtres scnt données
par: culidrement en ce gqui concerne la méthedologie pénérale, et les méthodes
d’aide I la programmation : 1. systém- TASH (Uispositif 4'Aicde % la Programmation
des Systémes Hytrides) 1éveloppé par SACEM, est présenté rarpidement,

”
3

SUMMARY

This paper describes in detail two systems using Kalman filtering #hich were deve-
loped and experimented vy JAGEX,

—
ve
—

A hyerid inert 1 Dopp‘»r pesiticn peset novigator was studied and experimented

i
from 1967 to 19}
The tec;noiog) fcr both inertial platform and the computer goes back te 1965. The
mathematical med=) uses a 15~state vector. The numerical algorithms were studied

and implemented with care, using the e-technique to avoid sensivity problems.

The comp.ete nror"an was split into two computers, and the subprogram correspon-
ding to "he filter represented about 6000 words, uver 11000 for the total. Curves
are glven bufh Jor theoretical performances, and for experimental flight results,

(2) Algorithms and software feor optimal alignment of an inertiazl platform were developped
and tested from 1972 to 16874,

ertd 3] system used for the oxperiment is an M3IC 30 < SAGEM. The mathematical

s quite simple, and the complete alignment pregram uses 1800 words. The

ment in alignmenc time ir¢ quite impressive : 450 seconds for optimal alignment.
ﬁparnu to 1031 seconds for classical aligrment,

o

3

O
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t be

Tnen the paper gives in its fourth part general considerations on filter engineering :

>

(i) Gorneral methodology used by SAGEM 1e presented.
2)

o~

om the experience gained during the design and test of zystem (1), SAGEM has

> to the conclusion that ore needs a quite invelved facility to test and

d aal time program of the comploexity of an hyurid inertial navigatcer ; we
ave xg"v such, a facility we call DAUH (fystem for testing and validating_

progr ms or thybrid systems) which Is quiekly descrited.
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La réalisation de aystdmes de navigation a pu 8tre effectube avec succds par ces
méthodes, En effet, la navigation conaiste A déterminer les paramdtres fondementaux
Qua sont la position, la vitesse et l'attitude (cap et verticale) d'un véhicule & preir
dy caplteurs ou systdmea donnant des informations le plus souvent redondantes.

“n ?as premidres applications ont eu lieu au cours des annbes 1963 2 1965 (voir (6] 2
1 .

SAOBH'A mené, dds 1967, plusieurs &tudes et expérimentations de systdmes de naviga-
tion en utilisant les techniqueu de filtrege numdrique de Kalman ({18) a [21) ).

Nous exposerons en détail aux sections 2 et 3 les réalisations suivantes :

(1) Systime de navigation hybride inertie/Doppler/recalage de position pour application
aéronautique réalisé et expbriment& de 1967 2 1972,

(2) Aliﬁnement rapide optimal d'un systéno 2 inertie réalisé et expériment& de 1972 &
19748,

Les considérations générales qui suivront 3 la section U4 s'appuient sur l'expérience
acquise par SAGEM au cours de la réalisation des syst2mes précédents et d'autres systdmes
(achevée ou en cours) qui sont :

(1) Piltrage inertie/VOR/DME et filtrage inertie/ILS pour 1l'adronautique civile,

(2) Systéme de navigation de référence et alignement & la mer des systémes 2 inertie
du Super-Etendari.

(3) Systéme inertie/Loch/Transit pour ia localisation précise pour recherche géophysi-
que marine.

u) Systdmes performants utilisant plusieurs plateformes.

2. SYSTEME DE NAVIGATION AERONAUTIQUE EXPERIMENTAL

Cette &tude et 1l'expérimentation assocife ont &t€ réalisées dans le cadre d'un
contrat avec le Service Technique Aéronautique.

Le syst2me de navigation hybride expérimenté int&gre les informations redondantes
d'un systéme 3 irertie, d'un radar Doppler, de recalage de position & partir de moyens
divers et d'une centrale barom&trique. Les trois premiéres informations sont traitées
par un filtre de Kalman, la derniére est utilisée de fa¢on classique.

Aprés la description des équipements, on présente le modele markovien du systéme
hybride -choisi aprés 1'&tude de performance et de sensibilité&-,les caractéristiques
des programmes de filtrage, les difficuliés rencontrées dans la réalisation pratique
du filtrage, les méthodes de mise au point utilis®es et les résultats des essais au sol
et des essais en vol.

2.1 Description de 1'installation d'essais

La figure 1 décrit le schbma de 1l'installation expérimentale montée sur la
Caravelle du Centre d'Essais en Vol de Brétigny (CEV).

La base de l'installation est un systéme de navigation i inertie, dont 1la techne-
logie date de 1965-1966, C'est un systdme en plusieurs boites, dont les performances de
navigation sont de la classe 1,5 mille nautique par heure, CEP. Ce systéme, &tudié pour
avion d'armes, utilise un calculateur numérique embarqué dont le temps d'addition est de
39 microsecondes et la capacité mémoire d'environ 8 kilo-mots de 24 bits. Les fonctions
programmées de fagon standard dans ce calculateur sont nombreuses et comprennent la
conduite de la plate-forme en aligncment et navigation, des couplages classiques accélé-
rométre de verticale-altitude barométrique et inertie-Doppler, la navigation automatique
le long d'une trajectoire définie par points tournants, le recalage simple de position
et la conduite des visualisations et des commandes du systéme.

La puissance de calcul et la .némoire restant disponibleu, &tant insuffisantes pour les
hesoins du filtre de Kalman, on a choisi d'ajouter un calculateur identique, en définis-
sant ainsi une structure de calcul paralléle. Le dialogue entre les deux calculateurs se
fait nar 1'intermédiaire A'une mémoire tampon de 600 bits en technologie MOS. Les calcu-
lateurs fonctionnent de fagon asynchrone sur le principe "maitre-esclave". La calculateur
1, celui du systéme 3 inertie, est le maitre, Il dfrinit le rythme zénéral des calculs et
1en Gchanges avec le calculateur 2, l'esclave,

Le radsr Doppler, qui fournit 1'information redondante de vitesse, est un Doppler moderne
A antenne fise. Il donne les composantes longitudinale et transversale de 1a vitesse sol
snug forme dr fréquences d'impulsions. Son domaine d'utilisation est principalement
fronotion de 1'assiette avion, de 1'altitude et de la nature de la zone survolée, terre
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ou mer.

L'altitude est donnée par la centrale aérodynamique du bord dont le traducteur de
pression est du type mécanique classique.

Les recalages de position sont effectués au moyen du boltier de visualisation et
d'entrées numérgquea du systdme 3 inertie. Ils sont faits 2 partir de moyens divers en
particulier un hyposcope. La visualisation permet &galement 1'affichage de la position
donnée par l'inertie et de son estimée donnfe par le filtre.

Le calculateur 2 est connecté 3 un enregistreur magnétique embarqué, qui toutes les
50 secondes, emmagasine les 124 paramtres les plus significatifs du fonctionnement du
filtre,

Les caractéristiques générales des principaux &quipements sont données par les
tableaux 1 8 3,

2.1.2 Les modes de fonctionnement

B R e e e e - —- - - -

(1) Modes_de_navigation

La redondance des informations de l'inertie, du Doppler et du recalage de
position est utilis&e pour définir plusieurs modes de navigation :

(a) inertie pure
(b) inertie-recalage de position optimal
(e) inertie-Doppler optimal

(d) inertie-Doppler-recalage de position optimal

(2) Boucle_ouverte_et_boucle_fermée_-_Alignement_en_vol

-3 PR BB -5 N9 SN JEN— PR - e R~k P R P R

Un sélecteur permet de commander pour les modes b, ¢ et d, un fonctionnement
en boucle ouverte (BO) ou en boucle fermée (BF), qui est schématisé par la
figure 2.

Dans le fonctionnement en boucle ouverte, les paramétres de navigation et
d'attitude sont corrigés 3 1'extérieur, avant utilisation. Le systéme 3 inertie
reste autonome.

Dans le fonctionnement en boucle fermée, certaines composantes du vecteur
d'état sont corrigées dans le systéme 3 inertie.. En toute rigueur, cette
correction devrait 8tre faite sans retard et instantanément . En pratique,
compte tenu de la charge de calcul, la correction est effectuée avec environ
untdemi pas de retard (26 secondes). Suivant les paramdtres, la correction
est

(a) instantanée, pour les grandeurs numériques de position, vitesse, dérives
et facteurs d'échelle des gyroscopes.

(h) progressive, pour l'attitude plateforme, par commande des gyroscopes
dont la vitesse de précession est limitée.

Le fonctionnement en bou:le fermée permet en particulier l'alignement en vol
de la plateforme. En outre, dans certains cas le contrdle des erreurs incr-
tielles peut &tre nécessaire pour satisfaire 1'hypothése de linfarité. Cepen-
dant, le fonctionnement en houcle fermée a 1'inconvénient de détruire l'auto-
nomie du systéme 3 inertie et de dégrader ainsi la fiabilité de sec informa-
tions.

L'information d'altitude barométrique n'est pas intégrée par le filtre, pour
des raisons de simplicité, car 1'altitude n'est pas un paramétre critique.
Cependant, on réalise un couplage 3 gain constant uvec l'accéléromdtre
vartical. Ce couplage fournit 1'altitude et 1la vitesse verticale, Un sélecteur
permet ou non de les utiliser dans 1a mécanisation du systéme 3 inertie et
dans la matrice observation du filtre,.

2.2 Modé&le markovien des erreurs du systéme hybride

Cette.expfrimentation a été précédée d'une étude importante suivant les étapes d'une
mthndologie qul sera commentée & la section U, Les études de performances et de sensibi-
J1it" ont conduit i adopter le moddle markovien suivant des erreurs du systéme hybride,




TABLEAU 1 - CALCULATEUR EMBARQUE SAGEM
AE . 51 , A

Technologie (1965)

- circuit intégré
- mémoire 3 tambour miniature 3 palier hydrodynamique

Capacité mémoire 8709 mots de 24 bits

- programme non modifiable : 7680 mots
- travail : 645 mots
- systéme : 384 mots

Structure série paralléle comprenant

- une unité arithuétique universelle
- un analyseur différentiel numérique

Opération en virgule fixe
Possibilité de programmer deux opérations simultanées
Horloge : 640 kHz

Temps opératoire

- addition : 39 us
- multiplication 1 .39 us

- division (sur 24 bits) : 1000 us (programmation simultanée d'opé-
rations toutes les 39 us)

Entrée/sortie programmée, série
Poids : 21 Kg

Velume 3/46 ATR : 18 1,

| |
TABLEAU 2 - SYSTEME A INERTIE SAGEM - S, 111
i
Systéme prototype pour avion d'armes
Technologie 1966
Gyroscopes flottants 3 un degré de liberté
Plat~forme toute attitude 3 quatre axes de cardan 1

Calculateur universel digital AE 51 A
. MéAcanisatinn toute latitude asservie 3 un pble arbitraire

Priécision : de la classe 1,5 nm/h, CEP,
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. Sortie en fréquence

- vitesse longitudinale

- vitesse latérale

TABLEAU 3 - RADAR DOPPPLER EMD . DECCA =~ 72

. Antenne fixe 2 trols faiaceaux

35,02 Hz/noeud

17,95 Hz/noeud

TABLEAU 4 - DEFIN1TION DES SYMBOLES

P

GRANDEUR DIMENSION DEFINITION
x 15 x 1 Vecteu» d'état d'erreur du systéme hybride
F = [g“ g;ﬂ 15 x 15 Matrice dynamique du syst@me hybride.
u 15 x 1 Bruit excitant, gaussien centré, non corrélé
Q' 15 x 15 Covariance de u, matrice diagonale,
y b x 1 Vecteur d'observation.
H 4 x 15 Matrice d'observation.
\' b x 1 Bruit des observations, gaussien centré,
non corrélé,
R b x 4 Covariance de v, matrice diagonale,
® = [°‘1 0,2] 15 x 15 Matrice de transition.
a $22
X 15 x 1 Meilleure estimée de 1l'erreur du systéme
hybride.
I 15 x 15 Tovariance des erreurs résiduelles.
K 15 x 4 Gain du filtre.
v 15 x 15 Diagonale de L
€ 1 x 1 Coefficient de désensibilisation du filtre,
compris entre 0 et 1.
h 1 x 1 Pas numérinite du filtre (50 s)
h* 1 x 1 Pas numérique fractionné (10 s)
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TABLEAU b -

UTILISATION DES CALCULATEURS

VOLUME MEMOIRE

TEMPS 1:Z CALCUL

80

()

- DETAIL DU VILUME M

EMTIRE

Alignenent g
Navigatiorn 909
Visualisatinn 1125
Kalman 2600
Mivers AN
TMTAL €100
”
Kualman rrec
nivers 1500
J_ TCTAL 5700
TSTAL SENFFAL....... e 11000 Mots
TLTAL VALMAN. L. . 5700 Mots
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X = Fx + u (1)

(2)

avec x' = [x' , x2' , x3')

et ol

xy = vecteur d'état des erreurs dynamiques du systime 2
inertie,

x> = vecteur d'stat des erreurs des composants du systéme
3 inertie,

x3 = vecteur d'&tat des erreurs du Doppler.

2.2.1  Erreurs_dynamiques_du_systeme_a _inertie

On a choisi la description classique [21] par deux syste@mes d'&quations différen-
tielles projetées sur les axes plateforme : les €quations en y et les &quations d'erreurs
de position. Cette description conduit 3 des équations simples. Le vecteur d'état corres-
rcendant est

X1 = Db, vy ¥y, 8%, 8y, 8x, Syl (3)
ol
L wy, b, = rotations autour des axes plateforme faisant passer du repére calculateur
au repdre plateforme,
§x, Sy : erreurs horizontaler de position dans les axes plateforme,
§x Sy = dérivées temporelles de &x et 8y.

A la suite de 1'€tude de sensibilité les biais des acc&léromdtres et les balourds
des gyroscopes ont €té négligés. Les seules erreurs retenues sont les dérives et facteurs

d'8chelle des gyroscopes. Le mod@le pris pour la dérive et suggbré par l'expérience est :

€ = -Be + u (43
od
] € = dérive aldéatcire, variable au cours du vol, dont le moddle choisi est du
premier ordre.

L = briuit blance.

Ce modéle permet de représenter aussi bien un signal A4 temps d'autocorrélation
T = 1/8 qu'un cneminement aléatoire, si 8 = 0.

L'expérience conduit 3 considérer le facteur d'échelle comme constant au cours
du vol et variatl- d'ur Jour 4 l'autre. Le modé@le correspondant est donc

s

K. :0 (5)

Le veerteur d'Ftat deg erreurs de gyroscope s'écerit aloers

I

T ¥ 1
xp = Loy, ey ey Koo Kool (6)
J.¢.t Erreurs cu Doppler
bour (e Goppler utilis®, 1'7tude de sensibilité conduit 3 négliger le facteur
Alnrelle, Len negien rredrs petenues sont des binds sur chaque axe, constants au cours
by it odren 4tan vol & 1'autree, ceci pour des limites d'utilisation précises
R ¢ L)
= 0 T
“I ) (7}
fee werour 't den errears boppler est par consiquent
= b ' <)
X3 ['dx’ 47' (&

‘ 2est Avaliobie Copy
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En pratique, ce retard n'eat pas gdnant, En boucle ouverte, i1 se traduit par un
retard de la correction de 1'affichage. En boucle fermfe i1 est négligeable devant
les ??natantea de tempa dynamliques des erreurs, en particulier la période 84 minutes
de l'inertle,

24,0 Algorithme

-dlintégration

La matrice de transition est utilisée pour intégrer (et prédire) la meilleure
estimée des erreurs et la matrice Jde covariance des erreurs résiduelles, Le calcul de la
matrice de transition se fait par intégration de 1la relation,

¢ = Fe (9)

La précision de cette intégration, qui dépend donc des caractéristiques de la
trajectoire, conditionne les performances du filtre. Schématiquement, pour un algorithme
et un sbjectif de précision donnés, plus les évolutions sont sévdres, plus le pas d'inté-
gration deoit Stre petit,

Le probléme €tait donec de choisir un alsorithme, suffisamment précis pour 1les
trajectoires envisag®es, donnant une charge et un volume de calcul minimal,

L*idée exploitée est de considérer que les termes les plus sensibles aux &volutions
sont ceuXx qui dépendent le plus directement des erreurs dynamiques inertielles, c'est 23
dire le bloc ¢, (dimensions 7 x 7) de ¢, On a donc choisi de calculer les termes corres-
pondants (¢;;) de la matrice de transition avec un pas de 10 secondes et les autres avec
un pas de S0 secondes.

La dégradation de performance due 3 cet algorithme a £té calculée. Elle est négli-
geable (quelques pourcents) pour des vols type Caravelle. Elle serait rédibitoire pour un
avion d'armes. La solution pourrait &tre alors une réduction du pas de calcul en utilisant
un calculateur plus pulssant ou, si ce n'est pas possible, d'interrompre simplement 1'inté-
graticn pendant les évolutions trop sfvéres aprds avoir vérifié que la dégradation corres-
pondante est tolérable.

"

2.4.3 Précisicn numérigue - Virgule fixe

ou_flottante

Le domaine de variation des différents paramdtres est important, notamment pour la
matrice de covariance des errecurs résiduelles, Pendant 1l'alignement en vol de la plateforme,
1'fcart d'horizontal infitial est de 1'ordre de quelques degrés ot 1'6cart final de llordre
de la seconde d'arc. La plage de variation corveopondante de 12 covariance est de 10°, Les
impératifs de cadrage et d'arrondi sont de 1l'ordre de 102 ou de 10%, c'est 3 dire un total
de 10?2 3 100 gqui ASpasse les possibilités du met de 24 bits,

. Deux solutions ont &ét¢ envisagfes : la double pricision en virgule fixe et la
virgule flottante, La premifre a ¢td repoussée car

(1) e nombre de mimoire inscriptible nécessaire est multiplié par deux,
(2) les nroblémes de cadrage en vivgule fixe sont considdérables dans cette application.

f.a virgulo flottante supprime radicalement la contrainte cadrage. De plus, un seul
mot suffit @ 1f “its pour la mantisse plus le signe et 8 Lits pour l'exposant. La programma-
rion dexn ﬁr-ru"o“, rn Tlottant a <t° trds soipneusement optimisfe et conduit d des vites-
aen de calenl cuffisantes peour 1'expirimentation. les performances ont €té calculées pour
un val type par rappore 3 une arithmétique flottante en 72 tits, Les résultats montrent
nne degradation inférieur, T Y T,

auanr Ataritiner 1'ohoervation Doppler, on ot fectue deux opirations o oun moyennage
.

i osienal »n oar rest pour AACinir les limites de validite,
oo tgnal
Lo Togpler ezt oan<ez fortement bruits dans les basses fréquences. Pour amélicrer le
rapgort civnal osure hrgiz, on norsalis b oan moyennage sur quatre aecondes. Le retard de
mogereone ent eampensd oen ddatant Ther Cervation au milicn de Ta péricde de moyennage.
! . te f i\\b.’.
TN AT atien ta Dopnler dfsend de 1'altitude, de o (a zone survolde ot oen

: . : Viaaniette avion, A 1a limite 1o Doppler déceroche, cependant ia dégra-

. et et ent peeprencive, Poar oparantie le nedéle utiliad, dent le domaine

o i dire e fefirienr g bomadne dfatilication, i1 ent indispens 1h\v de deut lep
o e e chap e e madae Ty et danniette ot dtinterdire 1e Doppler au

T .
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2.5 | Mise au point du software

Les difficultés “encontrées lors de la mise au point d'un programme de 11000 mots
sont nombreuses., Les caractéristiques du dispositif de calcul utilisé pour cette expéri-
mentation ¢n ajoutent de nouvelles : mémoire A tombour, fonctionnement asynchrone des
calculsteurs, dialogue par 1'intermédiaire d'un registre tampon de 600 bits et program-
mation en langage machine.

Une technique de progrommation modulaire a &t& adoptée pour faciliter la mise au
point des orogrammes et leur modification &ventuelie.

Les fonctions réalisées par chaque module sont complexes, les entrSes et sorties
sont multivariables. La mise au point n'est donc pas simple.

La méthode de test utilisfe est classique : on compare pour une excitation carac-
téristique, les réponses du programme du systdme réel ct d'une simulation en langage
évolué (voir figure 5). La mise au point a #té faite module par module avec des entrées
simples (&chelon), puis pour l'ensemble des programmes avec det entrées correspondant 3
la simulation d'un vol type. L'écriture des simulations dec modules sur un ordinateur
puissant (UNIVAC 1108) a demandé trois mois et la mise au point des programmes réels .
environ deux mois, ce qui peut &tre considéré comme rapide pour un systéme de cette taille
et de cette complexité.

2.6 Essais en laboratoire

Les tests précédents permettent de contrdler de fagon trds fine le software, mais
ne vérifisnt en rien la valeur des mod@les choisis ni du filtre utilisé. Cet ultime
objectif est le but des essais en vol, Cependont, les essais en vol colitent cher et sont
difficiles 3 exploiter. I1 &tait done souhaitable de pouvoir, at sol, vérifier le bon
fonctionnement et mdme évaluer, dans certaines limites, les performances de 1'ensemble
de 1l'installation.

La m-thode retenue pour les essals en laboratoire (V=0) du systdme complet a consisté
1 étudier 1la riponse du filtre i des échelons d'erreur en position, dérive et facteur
d'échelle gyro, et biais Doppler. Les résultats obtenus sont présentés sous forme de cour-
bes, figures 9 3 13,

L'installation a &%é essayée en fonctionnement "houcle ouverte", De cette fagon, il
ait en effet possible d'apprécier les performances du filtre de Kalman programmé et
sal de lns comparer 3 celles du systdme 3 inertie seul.

Les figuras 6 (a) et 7 (a) reprisentent, en &cart de latitude et de longitude,
'errour do position, en fonction du temps, du systd®me 3 inertie seul. L'échelle des
erraurs n'-st pas donnde pour des raisons de classification.

Les figures £ (e) et 7 (e) montrent les errours apris des recalapes de position
sinples. On entend rar 13, une translation de la position de la valeur du vecteur de poca-
lage, au niveau de 1'affichage et dore sans influence sur les caleuls de mécanisation de

ia nlateform.,
»

Ernon (), 6 (D), 7 (e), ot 7 (d), on représente les erreurs de position résiduel-
L pres 1og mimes pecalages do pocition utilists de fagen optimale par le filtre de

soreurs duosysteéme 3o inertic exceitd par une dérive
i aue Tes ereeurs rdsiduelles aprdés £ilteage

i

-e

e et rde Loppler nulle, avee pour ceul bruigt
anr
VD D0 ment e Lo L mlmen sapandtres pour une exeitat fon dy systeme i jnep-
. RIS SNV i tes g bac faitie ot pour une choorvation Depplor bruitde par
s | il M par o an s ed o preaeo e,
L 1 . i
T 1’ i i i i Caravelle povie 1 omi v int A7 rin iy
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On peut coaparer sur ces courbes ce que donne l'inertie pure recalée classiquement
{simple translation) par opposition au couplage cptimal,

Les d&rives sont estimées correctement, les oscillations de Schliler sont peu amor=-
ties, les recalages n'étant pas assez fréquents,

Cette série de vols a ains!i pu valider le filtre par comparaison des performances
obtenues avec les courbes obtenues en simulation au cours de 1'étude.

3. ALIGNEMENT RAPIDE D'UNE PLATEFORME A INERTIE

3.1 Généralités

Cette 8tude a &té conduite de 1972 3 1974 sous contrat de la Direction des Pecher-
ches et Moyens d'Essais.

Le but de 1l'€tude était de valider complétement l'optimisation d'un aligne@eny de
rlateforme sur un systdme 3 inertie réel en tenant compte de toutes ses caractéristiques.
Le systé&me choisi ¢tait une plateforme MGC 30, de la famille MGC des &quipements SAGEM,

L'objectif fixé E€tait de réduire de 30 % la durée totale de l'alignement., Les
études théoriques ont montré qu'une réduction de 40 % pouvait &tre obtenue, résultat
validé par l'expérimentation réalisée,

On connalt 1'importance de l'alignement initial d'un syst2me de navigation par
inertie. En effet, toute erreur d'alignement se propage {(en s'amplifiant plus ou moins)
comme erreur de position, de vitesse et d'attitude au cours de la navigation.

L'alignement initial consicte 3 effectuer les opérations suivantes
(1) intrcduire la position initiale,
(2) introduire la vitesee initiale par ses projections sur les axes calculateurs (c],

(3) aligner les triddres plateforme [p) et calculateur [c] en faisant subir une rota-
tion convenadle 3 1'un ou & l'autre (&ventuellement aux deux & la fois).

L'alignement peut 8tre réalisé de fagon externe en transférant & la plateforme une
orientation connue par recopie optique et mécanique.

I1 peut éire réalisé de fagon autonome en utilisant les instruments de la plate-
forme., 11 s'agit alors de 1l'alignement par gyrocompas qui nous intéresse pour la suite.

3.2 Principes d'alignement et modélisation retenue

3.2.1 Principes

On désigne par ¥ la rotation faisant passer de l'orientation désirée pour 1la
plateforme (triedre "vrai" [v]) 3 l'orientation effective de la plateforme (tri&dre (pl).
(voir figure 13).

s fo
v —w? . (o
0

Plate-forme

oS |

 cos L e a

- 0 f =10

. W= Y Q
7 Q s5in L

Ir

maridien

FIGUHE 13 - ALIGNEMENT CLASSIQUE

5i 1a plateforme est parfaitement alignée (¢; = ¢; = p3 = 0), les signaux accélé-
romitriques sons
fp =0 (10)
£, =0 (11)

. It C”‘h
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et les signaux de

(1)

LB}

W

w3

commande des gyros maintenant la plateforme ainsi alignée sont :

= q coa L (12)
= 0 (i)
: 0 sin L (13)

Deux approches permettent de réaliser l'alignement.

Le point de vue classique est le suivant. L'alignement autonome va consister

A faire un bouclage Jdes
par (10) d (15) soit le
demande en plus que ceot

Tustruments (volr figure 13) tel que 1'fAtat garact?risé
seu)l état d'équilibre stable du systéme ainsi réalisé. On
état d'équilibre

(a) guit atteint le plus rapidement posusibvle,
(») ne soit pas affecté par les divers bruits perturbant le systéme,

Ces deux spécifications sont contradictoires et nécessiternnt de faire un
compromis rapidité-précision.

Plate-forme

Filtre

Recalage

FIGURE 14 - ALIGNEMENT OPTIMAL

Le point de vue optimal, de son c¢c8té, consiste 3 utiliser des modéles statistiques

des dlvers facteurs alé€atoires et & suivre le schéma de la figure 14,
-
.#s cbservaticns [ sont filtrées de facon i donner la meilleure estimée possible
de ¥ 1a platefeorme est alors recalée en lui faisant effectuer la rotation
%.

€5

et alignement est optimal, car 11 assure 3 chaque instant la meilleure précision
possible pour la durée écoulée,

[}

Modélisation retenue

1) Afin de valider au mieux la méthode, on n'a pas cherché 3 représenter par
un modéle le transitoire thermique des gyros, l1'alignement fin commencant
aprés chauffape.,

En ce qui concerne les dérives des gyvroscopes E;, F» et Ej, on suppcse donc
qu'elles sont conctantes pendant 1'alipnement, mais inconnues ; elles
obéissent ainsi au modele

é] = 0 (156)
E, =0 (17
-5*3 = 0, (18)

aves une moyenne nulle et pour Acart-types
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(2) En ce qui concerne le modéle mathématique représentant les perturbations
de l'avion, on a choisi

(51 = -8f) + V) (20)
€2 = ﬁ £ - ﬁ €2 - ﬁ'ﬁl (21)
\53 : g (22)
ol
M = masse de )'avion
f = coefficient d'amortissement visqueux
k = raideur rappelant 1'avion 3 la position d'équilibre
(Elasticité des pneus et des trains).
€1 = force perturbatrice représentant l'effet du vent,

Cette force est modflisée par une suite d'échelons indépendants, d'amplitude
aléatoire gaussienne centrée, de variance o?, modifiés 3 des instants dis-
tribués suivant une loi de Poisson de densité& moyenne 8.

La modé&lisation et l'estimation des mouvements parasites de l'avion impose
une fréquence de calcul &levée compte-tenu de la dynamique de 1'avion et entraine
donc une charge de calcul trés importante ; de plus, ce modé&le dépend du type
d'avion sur lequel est installée la plateforme.

C'est ce moddle qui a €t& retenu pour la simulation des mouvements avion.
Par contre, pour le filtre d'alignement, la simplification étant nécessaire, on
a choisi un druit blanc, mod8le justifié par 1la nature alfatoire des sollicita-
tions et par l'utilisation d'une fré&quence de calcul en pratique plus faible que
la fréquence propre avion.

(3) si 1'on prend comme vecteur d'état
&' = [*y, ¥2, $3, E1, Ez, E3]
Il est possible de voir que le systé&me dynamique ainsi constitué n'est pas

observable 3 partir des signaux accélérométriques (voir référence [21] par
exemple).

-

On est ainsi conduit 3 intrcduire la variable

%3 = ¥3 + Ep / (23)

et les composantes Nord et Verticale EN et Ez de la dérive, la composante
Est étant inobservable

Ey ® E1 cos a - £ sin a (24)
' EZ = Ej3 (25)

Le modéle est alors

#, = ¥ 0 sin L + 83 0 cos L sin a + Ey cos a (26)
¥, =-P 0 sin L + $3 1 cos I, cos a - EN sin a (27)
;3 =¥y 0 cos L sina - ¥, Q cos L cos a + E, (28)
Ey = 0 (29)
E, = ¢ (30
;ii observations ~ qui sont les signaux accélérométriques - sont alors données
Yi = - p ¥ vV (31

- .
Tt fogmile
il # :

Wt d

Y2 2 omer vV,




L

ol les Vi sont des bruits blancs et non le moddle (20) - (22) ainsi
qu'il a &té& dit plus haut.

Les signaux acc&lérométriques arrivent au niveau du filtre, sous forme
d'impulsions délivrées par les {ntégrateurs digitaux d'arcélération (IDA).
Les registres, qul contlennent cen %mpulniona, représentent dea valeurs
homogdnes 1 den viteases. Deux possibilités sont offertes : dbériver les
informations pour avoir des observations des variables d'état ou ajouter
deux variables d'stat et conserver ces inCormations comme nbservations,
L'arrivée des impulsions en provenance des IDA peut avolr une fréquence du
md3me ordre de grandeur, et méme parfois beaucoun plus faible, que la fré-
quence de calceul (20 secondes d'are d'inclinaison plateforme sur un axe
géndre 1'arrivée d'une impulsion par s conde), le bruit de queantification
est done important et il faut en tenir compte dans les observations.

Avec le vecteour d'état
x' = [Py, P2, ®3, EN’ EZ] (33)

Les équations (23) A (27) s'éerivent

x = Px (34)
avec
- -
0 R 8in L Q cos I, sin a cos a O
- 2 sin L 0 Q cos L cos a -sina O
F = -fcos Lsinna -0 cos L cos O 0 11035)
0 0 0 0 0
L 0 0 0 0 OJ

La solution, qui consiste 3 utiliser les rorties accumulées des IDA, étant
préférable 3 celle qui utilise un algorithme de dérivation (# cause du bruit
de quantification), les observations s'écrivent

Vi T 217 o+ v, (36)
Yo = 22 + vy (37)
avec Z) T —gY, (38)
2y = g% (39)
soit
y=hzsv (49)
2 = Mx (41)
e s <[a q (42)
w [0 -7 00 o] (47)
2 0 000
Prenant 1o nouveau vectenr d'Atat

>
n

E
(lin)

Il ovient .
Y o= J/X (Hs)

y o= X,X + oy (he)

cepoem E.‘ Y
T: (77
mon
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Ia solution ge ce systdme, obtenue en introduisant la matrice de transition
assooiée 3 J , s'Ecrit :

X(t) = o(t, to) X(tg) = ¢(t, to) Xo

ol la matrice de transition

¢ est telle que,.?ﬁétant quasi conatant,

ot,e) = e e s B2,

2
2
(I +tF + E—-—-ﬁ) o] LI 0
2
- ) = (50)
( M+ 2 MF 2 I 021 1
2
soit :
x(t) = 911 Xg (51)
z(t) = &1 xo car zg = 0 . (52)
Les observations s'écrivent :
y=hz+v=20,0921 x9g*v=2Hxo+v (53)
avee H = h(t) &7, (t) (54)

Sous cette forme x; devient le nouveau vecteur d'Stat, que l'on va chercher
.3 estimer au temps t ; cette méthode que 1l'on peut appeler "estimation du
" vecteur d'état initial", se résume donc i un modéle de la forme

xg(t) = O (55)

y(t) = H(t) x¢ + v (56)
Au cours de la mise au point, il est apparu nécessaire de calculer la matrice
d'observation H avec une approximation du troisiéme ordre pour tenir compte

des termes qui deviennent sipnificatifs au bout de quelque temps d'alignement,
en particulier pour l'estimation de la dérive du gyroscope d'azimut.

3.3 Simulation des performances

Le programme qu! permet d'évaluer les performances du filtre consiste 3 intégrer 1la
matrice de covariance de 1l'erreur d'estimation. Pour 1'étude de sensibilité, on a choisi
une durée fixe d'alignement de 500 secondes et les valeurs typiques suivantes

(1) écart d'horizontale 1', 10

(2) écart d'azimut 3°, 1o

(3) dérive du gyro Nord 0,025 °/h, 1o
(4)  dérive du gyro d'azimut 0,1 °/h, 1o
(5) pas de calcul 5 secondes

(6) bruit sur les observations 10—2 ms _‘, lg

Seules sont présentées les erreurs d'estimation sur ¢,, Ey et E7, car les estimées
de ¥ et ¥, convercent trés rapidement. )

On trouvera, ci-aprés, 1'ensemble des courbes obtenues en faisant varier un des
paramftres (figures 15 3 20).

Fn résumé, on reut dire que le filtre est sensible
(1 4 la latitude du lieu d'alignement

() au oruit cur les obyervations ﬂlf“rn oy

- om0 A ) o it n il _mian s e
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(3) 2 la durée du pas de calcul,
mais qu'il est inaensible

(1) 2 1'écart initial d'horizontale,

(2) ¥ 1'&cart initial d'azimut.

I1 conviendra done d'optimiser la programmation pour réduire la durée du pas de
calcul, et d'ajuster au mieux le bruit blanc sur les observations qul représente les

perturbations avion.

On choisit pour la durée de 1'alignement fin 275 neccondea qul correspond i une
erreur finale de cap de 1,5 minute d'arc et 0,065 °/h d'erreur de compensation de
dérive rord, pour un pas de 1 seconde. Duns une application opérationnelle, cette durée
pourrait &tre définie en fonction de la latitude et doublée d'un test d'équilibre.

3.4  Algorithme d'alignement gros

L'aslignement gros a pour but essentiel de dégrossir le cap, dans 1'hypothése ol
1'on n'a aucune information de cap initial, ceci afin de pouvoir appliquer 1'hypothése
des petits angles qui est nécessaire pour pouvoir linéariser le syst?me complet de
1'alignement fin avec calibration de dérive du gyro Z.

Cet alignement gros peut de plus servir de base 3 un mode d'alignement rapide tolé-
rant une certaine dégradation des performances de navigation.

Pour l'alignement gros, on choisit pendant le filtrage

(1) de ne rien commander i la plateforme en verticale car son orientation &tant incon-
nue, on re peut compenser la rotation terrestre de fagon utile et hussl parce que
de cette fagon, on élimine 1l'influence de la sensibilité thermique du facteur
d'échelle des gyros de verticale,

(2) de compenser en azimut la rotation terrestre ce¢ qui est en pratique nécessaire pour
linéariser le syst@me comme le montrent les fquations ci-dessous.

En notation matricielle et dans le repére plateforme [p] en faisant intervenir les
reperes classiques calculateur [c] et gographique local [gl, il vient [21]

= T
wc/i ‘p/g g (57)
Whsio= By wom E (58)
p g P/E B
= -6 . =T (E -0) + 0 (59)
o pP/t o/t PIE o g g”

Etant donné la durée trés courte de 1'alignement pgros et les ordres de grandeur, on
peut négliger la dérive gyro, alors

$- -7 Q@+ Q
p p/e (60)

™

largrle alarefapme an Ctant fotalement inconnu, pour Simplifier onoa choisi de

cater fel car (i), ¢test=i-dire

7, 0 (61)

by T (62)
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La rotation qul fait passer [p) & [o] fait alors intervenir deux petits angles v,
et Y2 et un angle quelconque +¢j3,

Dans cea cvonditions, les 8quationa qui d8crivent la dynamique de ls plateforme
deviennent :

il = 0 sin ¥ - ncos L cos ¢ (63)
¥ =asinkL ¥ + cos L sin ¢3 (64)
%3 « 0 (65)

fn posant :
Xg = - cos &3 (66)
Xy = sin o3 (67)

On obtient :
¥ = nsinL ¥, + R cos L Xs (68)
¥, = =g sin L ¥ + 0 cos L X, (69)
Xy= 0 (10)
Xg= 0 (11)

L'estimation de 1'angle L s'obtient alors par :
i : Arc Tg 2o (72)
-Xs

L'avantage de cette approche est que le filtre a la méme structure que celui de
1'alignement fin, la matrice F &tant

0 Q sin L 0 0 1 cos L-1
-0 sin L 0 0 f cos L 0
F = 0 0 0 0 0 (73)
o] 0 0 0 0
0 0 0 0 0

3.5 Crganisation du programme

5.5.1  Format de_1llarithmétigue

Le choix entre 1'arithmérique en virgule fixe et l'arithmétique en virgule flot-
tante, ezt dans le cas de cettec erpérimentation un probléme trds important, car le calcu-
lateur associé 3 1a plateforme inertielle ne dicpose d'aucune instruction qui permette
simplement la programmation de la virgule flottante. Aprés une rapide €tude de faisabilité,
des simulations ont permis de vérifier que les calculs en virgule Clottante pourraient
Ztre conduits en prenant un mot de 16 bits pour 1a mantisse et un mot de 16 bits pour
1'exponant ce qui conduit 3 des précisions numériques satisfaisantes et 3 un pas de cal-
cul de 1'srdre= de 1 seconde. Ler figures 21 et 22 présentent les courbes obtenues 3
partir e cimulations avec le DASH (voir section 4.2) dans le cas de 1l'algorithme d'ali-
gnemont gros utilisant le flottant Univac (64 bits de mantisse) ou le flottant UTD simulé,
Le5 zauts qui apparaissent corregspondent aux perturbations aléatoires avion simulées dans
1o UASH counformément au modéle (20) i (22).

4.5.2  Pecalage de_la_plateforme

A chanue fin de phase de 1'alignement, on dispose de 1'estimée de 1'erreur d'hori-
zontalité, ot de l'estimée de o. Les taux de commande 3 appliquer aux gyroscopes se décom-
prnent e Jeax Lermen

1) une partie pour la compensation oe la rotation terrestre, ce terme resteria constant
ann't o une proehaine estimation de a,

o

" nrae pactie pour eathraper 1'harizontalitd, ce terme devenant nul aprés i1a phase de

roral e, i P .
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(1) le programme classique d'alignement de la plateforme inertielle MGC 30
utilisée pour l'expérimentation, se déroule de la fagon suivante :

(a) chauffage rapide de }la plateforme et calage de la plateforme sur le
z8ro des vrdsolvers dc¢ chacun des axes.

Cette phase dure au minimum- 136 secondes ; la phase suivgnte
s'enchaline si cette condition de temps est réalis€e et sl le chauf-
fage rapide est terminé,

(b) calage analogique rapide,

De durée 8 secondes, cette phase consiste 3 asservir 1l'accélérométre
au zéro de son d&tecteur, en faisant précessionner les gyroscopes.

(¢) alignement digital grossier.

Durée 190 secondes, ce premier filtre digital permet d'aborder
1'alignement fin avec de bonnes conditions initiales.

(d) alignement digital fin,

Durée 672 secondes, ce filtre ne différe du précédent que par des
changements de gains,

(e) test de stabilité,
Durée 25 secondes
() Ready Nav.

La plateforme est alignée, le status indique alors l'estimée de 1la
composante Nord des dérives des pyroscopes.

(2) Le programme d'alignement cptimal comporte les deux premiéres phases (a)
. et (b) puis :

(c) alignement digital grossier de durée 80 secondes

(d) un recalage de la plateforme, dont la durée est inférieur 3 10 secon-

-

des (ce qui correspond 3 20 minutes d'arc d'inclinaison 3 rattraper).
(e) un alignement digital fin de durée 225 secondes
() un recalage de la plateforme de durée inférieure 3 la seccnde.
Les temps comparés des deux méthodes conduisent 3 :

alignement classique ......vvevv.... 1031 secondes = 17 minutes

alignement optimal ................. U50 secondes = 7,5 minutes

“.%.% Caractéristiques_du_programme

o La simplification de la programmation étant un souci constant, des programmes
porerdux aul permettent la manipulation des matrices ont &té développés. La contrainte

Fempa e ocaleul” Stant trés importante dans ce prokléme, nous avons été amends i opti-
niser les traitements, en testant par exemple, la nullité des opérandes pour n'effectuer
1ae les ordérations ricescaires.

i 1Actuellement, 1»‘durée du pas de calcul en alignement gros et en alignement fin
ant de .7:¢cond0 ; on soignant lg programmation, on pourrait obtenir respectivement
3ogjv et 0,75 :og~ndus2 mais le coiit de 1a programmation est non négligeable et la
Site non eanore démontrée.,

} e volume mimoire utilisé pour réalizer ce filtre est de 1800 mots dont 550 mots
recencairenent implantés an mémoire vive ; 13 encore, nous n'avons pas optimisé 1'encom-
Proment semnire,

Lt Phnultats de 1lexpérimentation

Laovnliditd de 1'alipnemeat optimal proprammé sur la MGC 30 a 6té Gtablie par compa-
eopdonltats nhlenus en laboratoire avee cet alipnement ct avec l'alipnement clas~
Sl b T RO A0, e systime Stanl chaud initialement dans les deux cas.
poclite At an oot eot eapae LA in” pap eelle de 1'0tat d'Gquilibre de la
e o e bte s M ben tquilibee Tinnl o suppose une bhonne verticale, un bon cap
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et une bonne compensation des dérivés gyros.
Deux types de vérifications ont Et€ faits
(1) un contrdle global d'équilibre
(2) un contrdle de la mesure du nord

3.6.1 Contr8le global d'équilibre

Les enregistrements présent&s sur les figures 24, 25 et 26 permettent de comparer
les deux méthodes. Ils représentent les sorties analogiques ay et ay des boucles accélégo-
métriques en fonction du temps, aprds ltalignement. Ils caractérisent donc bien 1'&quili-
bre et montrent des dérives résiduelles globales de la plateforme, inférieures & 0,01 °/h
dans les deux cas, pour les temps d'alignement de 1031 secondes en classique et 450 secon-
des en optimal.

3.6.2 Contrdle de la mesure du Nord

Les résultats du syst@me ont &té& contr8lés par des mesures directes de l'erreur
du Nord.

Les angles qui interviennent dans les différents calculs sont définis ci-dessous.

iy i
x ‘\ k NORD

A

FIGURE 23 - CONTROLE DE LA MESURE DU NORD

Le boitier plate-forme est monté sur un plateau diviseur. Son orientation A par
rapport au Nord est donc lue directement ; la précision sur la connaissance du Nord est
approximativement 2 minutes a'arc, mais ce quil importe est que A soit constant.

(1) v angle entre 1l'axe du gyroscope Gy et le boitier est mesuré avec une pré-
cision de 0,1 minute d'arc mais 1l'axe é&lectrique boitier peut différer par
1'angle B de 1'axe mécanique. Cet angle est constant et correspond &
1'erreur de calage du résolver d'azimut.

(2) &, estimée de a, est donnée avec une résolution de 0,1 minute d'arc.
L'erreur da = & -~ « <s'exprime par la relation

-

do = &+ Y + B+ A (74)
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Une premidre série de 33 essals, a permis d'&valuer 1'alignement classique,
sur la connaissance de a., Les résultats sont les suivants :

0, = 7.8
Ua 2 9-6'
99a 6.7

D'autre part, 21 essais d'alignement optimal ont donné pour résultats :

o, = 7.27
95 = 9.7
%4 5.7

Ces deux séries d'essais donnent donc des résultats comparables.

b, CONSIDERATION SUR L'INGENIERIE DES FILTRES

4.1 Méthodologie générale

Une méthode d'estimation ré&cursive d'un paramétre 3 partir d'observations

Yn est de la forme

2,05 £ (R 40 ¥p) (75)

ol X, est la meilleure estimée de x compte tenu des observations Yis Yas eers ¥po

La formule est dite récursive car la nouvelle estimée R _est fonction seulement
de l'observation présente yn et de l'ancienne estimée %p-1, el ne rait pas intervenir
explicitement les anciennes observations yn.1, yp-2... On voit imm&diatement combien une
telle formule est adaptée au calcul numérique en temps réel.

R.E. Kalman [3] a montré qu'il existe des formules d'estimation récursives linéaires

si 1'on cherche 3 estimer un processus gaussien-markovien x{(t) 3 partir d'observations y
dépendant linairement de x et éventuellement bruitées par un bruit blanc. Il s'agit donc
de donner une telle représentation markovienne au probléme posé.

Lorsque le modéle est obtenu, il convient de simuler les performances du systéme
optimal. Cette simulati-n consiste essentiellement 2 intégrer 1l'équation de Riccati du
filtre optimal qui donne la covariance des erreurs d'estimation et par conséquent les
performances du systéme optimal. :

Dans la réalité cependant, le moddle mathfmatique n'est pas connu parfaitement. Le
probléme pratique important est celui de la sensibilité du filtre : quelles dégradations

de performances sont entrainées par la mauvaise adaptation du filtre aux lois statistiques

des paramdtres traités ? Suivant les cas, les effets peuvent &tre faibles ou au contraire
désastreux.

Enfin, la programmation du filtre peut poser certains problémes. Le filtre optimal

consiste essentiellement 3 intégrer 1'équation de Riccati en méme temps que 1'équation
générant la meilleure estimée %(t) de x(t).

I1 se peut que le volume de calcul correspondant soit trop important et que 1l'on
envisage une simplication des calculs par omission des termes gui semblent insignifiants
ou par d'autres méthodes. Il convient dans ce cas de contrdler les d&gradations de per-
formances correspondant 3 ces simplifications.

Enfin, la programmation et la mise au point d'un programme qui peut faire gquelques
milliers d'instructions, ne sont toujours aisées. Il est nécessaire de faire appel 3 des
méthodgs de test évoluées, d'autant plus que la fiabilité recherchée est grande.

La démarche qui vient d'étre décrite pour la conception d'un systéme de traitement
optimal d'informations est résumée par l'organigramme de la figure 27. Dans la section
4,2 ncus avons choisi de présenter une méthode de test et de mise au point de programmes
de filtrage développée par SAGEM, renvoyant aux références pour les autres points.

P
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4,2 Dispositif d'Aide 3 la Programmation des Systémes Hybrides (DASH)

4,21 L'outil DASH permet de mettre au point et de contr8ler le loyiciel des systémes
hybrides.

En effet, le développement sur calculateur embarqué, des programmes de filtrage
évolués (KALMAN), de systé@mes hybrides est une opération difficile qui conduit en parti-
culier 3 la simulation des performances du systdme envisagé, 2 des mises au point labo-
rieuses, et qui pose, d'une manidre générale, le probléme de 1a qualification des pro-
grammes.

Les principales causes de ces difficultés sont :
(1) le manque de périphérique évolués,
(2) le manque de software d'aide 3@ la programmation.

Aprés la période de mise au point, les essais "en vraie grandeur" apportent des

informations qu'il faut analyser ; un mauvais fonctionnement peut provenir :
(1) d'erreurs de principe,
(2) d'erreurs de programmation non détectées,
(3) d'une mauvaise adaptation du filtre due :
(a) 4 des erreurs de modéle
(b) & une sensibilité trop grande
Pour résoudre ces problémes d'étude, de mise au point et d'exploitation d'essais
¢n vol et de leur bonne utilisation, l'expérience des systémes hybrides a conduit la
SAGEM & développer une méthodologie générale basfe sur l'utilisation des ressources d'un

ordinateur ; les deux grands objectifs &étant de disposer (voir figure 28) :

(1) d'une simulation la plus réaliste possible pour effectuer 1'étude, la mise
au point du filtre et de sa programmation,

(2) .-d'un procédé d'enregistrement qui permette de "rejouer" un vol simul@ ou
réel, soit 3 travers le filtre programmé sur le calculateur embarqué, soit
3 travers le Filtre théorique programmé sur ordinateur du centre de calcul,

Pour une application donnée, une fois 1'étude de définition réalisée, 1l'utilisa-
tion pratique des outils de cette méthodologie se situe 3 trois niveaux :

(1) simulation sur ordinateur, qui permet
(a) de vérifier la validité des équations,
(b) de démontrer les performances pour des trajectoires de vol typiques,
(e) d'Etudier la sensibilité du filtre.

(2) programmation du filtre ainsi défini sur le calculateur embarqué et mise au
point en utilisant les trajectoires simulées et enregistrées sur bandes et

en ~nomparant les résultats avec ceux obtenus sur ordinateur,

(3) rssais en vol avec enregistrement des sorties des senseurs et des résul-
tats du filtre,

3i les performances ne sont pas suffisantes, les enregistrements en vol sont
utilisés au centre de calecul pour contrdler les risultats et définir les modifications i
réaliser.

De plus, dans le cadre d'une production en série de systémes hybrides, cet outil
reut servir 31 la réalisatlion des essals de recette au sol par contrdle des résultats
nsbtenus sur une trajectoaire type.

Le développement de cet ensemole d'aide 3 la programmation des systémes hybrides
comporte celui

£ d'un ensemble de modules de programmes sur ordinateur,
(&) d'équipement d'enregistrement compatible pour utilisation au sol et en vol.
T De facen plus préeise, le mini-ordinateur utilisé par le DASH recrée 1'environne-

nestodn caleulateur, car exemple simule une plateforme inertielle, un OMEGA, un Doppler,

‘b oo
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1La validation du logiclel aterffectus an trals tamps
(1) é&'aboration d'une tralectoire de rdf&rence (DASH 21), volir figure 29,

(:) é)aboration de la trajectolre pestituée par le caleulatsur embarqué (DASH 22),
voir figure 30,

{3 compuraison des trajectoires,

5. CONCLUSION

Nous avons présenté deux expérimentations concluantes et la méthodologie développée
pour réaliser des (iltres de navigation,.

Il est clair aujourd’hui que la méthode de synthese de filtres de Kalman est devenue
"classique™. La plupart des difficultés de réallsation ont #té surmontées,

Restent 3} prévoir des am&liorations ou des fvolutions de technique sur au moins deux
peints

(1) les mSthodes d'identification des erreurs instrumentales, utilisées 3 ce jour sont
souvent lourdes et coliteuses ; des filtres présentant certains caractéres d'adapta-
tivité seraient les bienvenus et sont en cours d'étude dans quelques centres.

(2) les méthodes d'é&tat permettent non sSealement de faire la aynthése de filtres opti—‘
maux, mais aussi de filtres numérigues extrimement simples, efficaces et bun marche;

de nouveaux systdmes de navigation et de pilotage automatique utilisant ces filtres
verront le jour dans un proche avenir,
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A SHIP TRACKING SYSTEM USING A KALMAN-SCPMIOT FILTER

Claude A. Narmon
Le Petit Monthélon
Acigné
35€90
France

SUMMARY

This paper describes the digital processing of reasurements at & high accuracy ship-tracking
system. The errors affecting the azimuth measurement suppliea by the measuring device of the ground-ba<zd
station are found to be the most crilical for the overall accuracy of the system. A Kalman-Schmidt filter
is sel~cted for an oplinum estimatior of the azimutn speed, fnllowing comparisons with a Kalman filter and
an “averageing” filter. The estimation of the navigation parameterc 1s deseribed and the po:ition and
speed accuracy acnieved by the system 1s colcula‘ed. Moreover, various effects resulting frcm tho data
processing in a computer are analyzed and optimized : for instance choice of the computation rate for the
arimuth velocity, scaling of navigation parameters, etc..; finally, the programming of the data processing
in a microcomputer 1 described and evaluated from two standpoints : menary space requiremed’ and co™nu-
tation time. The resultc obtained confirm the erficiency of the solutions selezted,

1. GENERAL!TIE§
1.1 Jurpose, and Description of the ko Jrackine System (S13).

The purpose of the Ship Tracking System desisned by "Labo~atoire, Central de Télécomrunicationt™
is to provide the pilots of 1=2rge tanker-harbours with a synthetic aid to navigation in approach channels.

The date <upplied to a ship pilot by the SiS are (Figure 1) :-
(1} The position and speed of the ship along the channel
(2) Its deviation from the imagirary exis of the channel, as well as its deviation speed.

With these ends 1n view, the ST. processes tne range and avimyth data orov.ded by a radio fre-
quancy measuring device located on the shore, at, at a high altitude point in the vinfcity of the harbour.

The dota are processed optimally (as will be specified iater on), in the computer of the ground-
tased station in vhich the measuring device is located and then, sent to the ship.

2. :‘fui#.?.gﬁ‘..‘."..t.h&.?-h.?:’\.":?."g

The channel s considered as a sequence of segments smalle. 3and smzller as the ship goes to the
shore. Moreover, in the terminal area, tre pilot can chooce between soveral manoeuvers (anchoring, chofce of
a wharf, etc...).

In the case which {5 to be considered here, some specific points in the channel are taken as re-
ference ; They are respectively 33 km, 22 km, 15 km, 12 km and 4 km far from the ground-based station.

1.3 Jr2pendesion, of dpt. betveen qround-based station and ship

1.3.1. Nata itransmitted from the around-station computer to the displey svsten

......... e ower et anas mamateseameasnessmenrereevenentnnntmendennan.—

The dats trensmitted to the pilot when the ship is located between point x
as follows

and point x are

1

141
1) Manoeuver number (phase).

(2) Segment number (segment Xy x"lL

(3) e = distance from hridge center to seyment Xy XLy

o
(4) e = derfvative of ¢ with respect to t.

"

(5) L = distance from bridge certer to point Xy

41
2
(6) L = derivative of L w'th respect to t.

(7) Status (informatiour on tne system}.
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| 1.3.2 Data transmitted from_the display svstem te tie ground-based station computer

The above data are transmitted back to tha ground-based station via the responder in order to
ensure a reasonably good reliatility of the transmission.

Besides, during phases where a choize is necessary, the pilot chooses his option. The instiuction
is then relayed to the ground-besed station by pressing a specific key.

. PREL IMINARY STUDIE>

2.1 20861 £1651008.90.92 42 d15plaY. rake . 90¢. dgouLacy

The accuracy and rate of display of the navigation parameters selected are giver {n the table
below; they result from a study carried out previously et LCT,

Displayed value { Rate l Accuracy
~ T
L i1 | tnm
X e ! 1 ¢ i From 33 km to 12 km : * 30 m
! I i felow i2 km : 2 10 m ;
° !
' L R | From 33 km to 12 km : 1 12,5 cm/s |
| l Below 12 im : + 7.5 cm/s )
-] i
e | 5>S From 33 km to 12 km : + 12,5 cm/s
| ~ Below 12 km : + 7.5 cm]s [
i
l 1 1 J
2.2 Anglysii.ef.STd.qmrors

The measyring device used by the STS provides the range and azimuth, in relation to the ground-
vased station, of the radio frequency -esponder plised on the ship bridge. The errors for wnich it is
responstihle are:

(1)  Pporoximation errors such as systemaiic errors resulting from the curvature of the farth
and the parallax «ffect.

(2} Measurcment errors resulting from radio frequency nofse in the receiver. Such errors are
to be found both in tre range and azimyth channel;

(3) Disturbances due tn non-zero accelerations on the ship.

v1)  tarth curvature effect:- The measurement carried out by the ground-based station is the
straight line disturce from this station to the <hip resnonder. Assuming that there is no
perallax effect, the error made at a distance of 40 km is approximately 10 c¢m.

(2} Parallax effect:- If we assume that the Earth is plane and if we take into accouni the fact
that the responder is &t least at 20 m above sea-level, whereas the statfon {sy at an alti-
tude of 100 m, the errur a‘fecting the range measurement is 1.4 m over a distance of 2 km;
this error due. cases very rapidly as the distance increases and, in any case, can re dis-
regarded in comparison with the other errors.

2.2.2 Measurement errors

(1) Range Tracking Loup:- The range tracking is perfurmed by mesn- of a mobile detection window
tocated at the recelver output and generaced by a pu'se qgensrator synchronized with that of
the transmitter. The pulse frequency of ths window is tuned up until 1. coincides exactly
with the puise sert back by the respunder; The tervo loop which achiaves wiis autnmatic
tuning 1s called a range tracking loop, it 15 demonctrated thac the range tracking 210 can
be representeu by the rig. 2:

2



] A
] 63 . A
bn(t 0 E
Q( ) Dmeas.
| ab(t) v v, 20
e.(t): e(t) -
WS o m [l L] 1 | et .
1 + 1 Rityp R3Csp rI1
i J _
E Figure 2: Range tracking luup. v.
% The values represented are: 4
? eD(t} = tryue position of the ship k
é bo(t) s position white noise induced by radio frequency noise ' 3
3
f aD(t) = measured distance error

) 3 voltage passing trough the window
Vl s contro, voltage of the pulse gererator

A¢ = difference i.s phase betweun the window and the emitted pulse

0, = distance measurea (prior te guantizaticn)

g Opeas. = quanti;ed measured distance (2 m quantum)
The centrol loop compensation is chosen sc that the closed locop transfer function be of tihe second
order: '
: 2 k
H Dm(p) . mo + 2 -.’,\-;OD
i en (vl 2 ?

wy t 2 Zugh *+
which enables it to recover the target in the vase of a temporary signal 10ss.

v——_—

In order to ersure a satisfactory operation of the overall measuring system both for 2cquisition
4

and tracking, tne parameters of the range-tracking loop are set in sc¢ch a way as to ensure that the damping
ratio ¢ = 1.

. The valye selected for wg is 0.202 rad/s; for a ratio 5/8 = 20 dt, obtained for D = 33 km, it
! ensure; a standard deviation % 0of~ 0.55 m ato.s; the distance,

> op 15 given by

2 3

; o T 7 «g¥p

i HD peing the energy level of the white noise bo{t). we easily derfve W, = 1.4] mz/s.

)

when (e distances are smaller, W decreases, and, therefcre, the lowest accurecy is to be found
at 33 km. This <tatemeni will be proved latér.

! (2) Azimuth angle tracling loop:- The azimuth tracking loop, whose operation wili not be des-
crived in detail here, can also be represented by a 7nd order transfer function, whose
damping ¢ 1s 1. The noises generated by the 170p proper are ne3’igible as compared tc radio

frequeacy noises.
The closed-loop transfer function 13 !

”
Am(p} . &) + 2 C‘IOP

A lo)

-x

WOE + 2 gugh + p°

fur vairinus values of the distance betwsen the ship and the ground-vased station, the tavle hereafter -
qives the values of S/M, of the angular error standard deviation ap. the enercy lgvel Wy of angular white

rolse, expressed in rad"/s, and W'

1]

{ N
E ¢ =1 and wy = 2.23 rad/s. .
i

;

i A the corresconding energy 'evel eapressed tn m“/s.

i
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22 | 18 0.25:107 | 2.i4 078 b o
. o
15 L R I O A
I - ' ;
12 ' 21 ¢ o0aea0? i Le0® s e
|
4 Lo2r D 0,090 1 091078 a7
l L L |
2.2.3 Acceleration_disturbances

Apart from the atove errors, scme disturbances affect the accurecy of the $T5. Taking into account
the choice which will be made for the estimator, such disturbances can be regarded as amounting to the ship
accelerations.

If the ship is assumed to be movirg with a constant acceleration during an estimation perioc -which
will be shown later- the only statistical knowledge of the magnitude of the ship accelerations is sufficient

As a result of simylations car. ied out at LCT, it has been possible to quantify the maximum longi-
tudinal and lateral accelerations of the ship changiry its hesding

(1) Lateral accelerations:- #ig. 5 shows the form of the response. obtained on the lateral
speed y , for a 193,000 i, 350 m long, the "tsso Bernicia”, after a 1U° nheadin
change. The ship w3s assumed to be equiped with an automatic pilot of the PD type with a
lead of 25 ¢, and the rotation speed of the helm was limited to 2.5%s.

Tre highest values determined for the lateral accelerations %% are

av., -7 ?
(a-f) = 10 " m/s
max

In pract:ce, however, ‘woO phenomena have to be taken into accocunt:

(2) At a constant speed, the maximum acceleratiuns mentioned above ~re proportional to
the turn. Now, most changes of heading hardly exceed 5°, as shown on Fiqure 4 which
presents the return of the ship mentioned previously to its nominal trasectory after

20.5 m/s step of current. ('nstructions relative to the heading were fed manually
during the simulation).

(b) Marimym accelerations, for a specified chonge of heading. are proportional to W,

v being the longitudinal velocity of the ship and n a real number included between
1 and 2.

Considering these two pnenomena, maximum values of lateral acceleration h Jecn
calculated for varirus pousitions of the ship. These values are indicated .n lable 1.

{2) Longitudinal Acceleration:- When the ship sails at a constant engire rate, the variations of
the longitudinal speed are very low for small angles of turn; ‘ongitudinal accelz2ration is
then neqliqgibie In omparison to la‘cral occelerations. This does not apply to trensient ope-
rating cornditions. A reasorable value for the raximum longitudinal acceleration can be found
by assuming thei the snip, s3iling initially at 7.5 m/s (1% knots) <tops its propulsion
ahruptly.

The longitudinal acerleration prior to stopping the engine is

1n wkich
F is the tnry:t generated by the propellers
m tne mass of the ship
K a coeffizient of drag
The longitudine! acceleration after stouping the engine s
7

u, = = Ku
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Therefore

A reasonable value for F is (cruising speed)

Foe 2%

that is a deceleration of 5.10713 m/s?,

It should be pointed out that this dec:leration 1s proportional to the square of the ship
velocity.

The results obtained here have also taen indicated on Table 1.

Table 1. Accelerations of the ship for several value of its distance from the ground-based station

i ACCELERAT IONS
DISTANCE |  SPEED :
ki P LONGITUDINAL |  LATEKAL RANGE CHANNEL | AZIMUTH CHANNEL
! ; M/52 E m/s2 i m/s2 i rad/s2
N -3 -7
3 7.5 5.10 ‘ 5.10 5.10 1.£0.10
| 2 7.5 5008 1 51073 5.1073 2.30.1077
Pos b s RS T A 2.107
' 12 6 2.1073 i 2.10°% | 2.:073 1.65.1077
{ ’ 2 0,5.209 | ¢5.3073 ! 0.5 1673 ! 1251077
{ l | l i 1 J
3. DETAILED FORMULATION AND DESIGN

In order not to complicate unnecessarily the STS performance <omputations, we assume first that
the estimation of the navigation parameters is performed continuously. Once the estimators have been chosen,
their impiementation in a discrete form is studied, as well as the resulting disturbances.

3.1 Selection of the varfables of state

The simplest selection of the variables of state relative to the ship is the following:
Xy ° 1° cLambert coordinate of the responder

Yo ° 2° Lambert coordinate of the responder
o

L derivative of X

<

Yo ¢ derivative of Yy
and possibly the following derivatives of Xy and Yo

To reduce the task of the estimators, the number oi viriables of state has teen brought dowr

to 4; accele-ationc x and y have oceen introduced into the model whose nature is specified in ye~tion
3.2.2.

Althought the choice Stoied above seems to be logical a priori from ¢ purely kinematic standpoint,
the use of the azimutn (A) and distance (0) measurements provided by the measuring device may lead us to
non-linear estimators since

Yo~ Y
A s Arcty (G0 (
S 0
/h—- Y \
0 =y -y e (xg - K (2)

Fortunately, A and D vary slowly in the pariicular application with which we are concerned, and,
cunsequent 1y, the variabins of state of the system can be replaced oy
-]

o
A, Ao 0, D»

the azimuth and distanc: accelerations being regarded as disturbances.
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The task which now remains for us consists in solving the following problem:

- - 3 o e
Determine the filter which p ovideg the best estimates A, K. D, D of A, A, U and D, based on the
measurements A of A and O of 0 (or o Of 0)

This problem wi)l be solved by taking into account the fallowing factis:
(1) The errors affecting Am and 0 are completely uncorrelated.

(2) The accuracy of the measurements A_ and D_ obtained at the output nf the measuring device
is markedly higner than that reque®ted 1n™the specifications.

Thus, the initfal filter is disided into:

(1) 1 filter providing the best estimate Rota

3 °
(z) 1 filter providing an estimate D of D

(3) No filters for the estimation of A and 0 which are estimated arorcximately by A = A
and 0 = D_. '
m

Besides, the fiitar (2) will not have to be optimal to meet the specifications, as will be demons-
trated later.

o o
3.2 Eﬂm@;lgg-ﬁ:éa:ghéug

3.2.1  kstimation of O_an¢ A
Range and azimuth tracking loeps pruvide D and A with much higier accuracy than required: As far

as 0 is concerred, tne error at 1 o is 0.55 m at the wo st {(when the ship s 2" km away), whereas the error
permist ~d by the specifications is up tn 20 m.

As regards A, the erigr at 1 ¢ 1S B.6 m at a distance of 33 km and 2.2 m at a distance of 12 «m,
whereas 30 m and 12 m errors, respectivel,, were allowed by the specificetioas.

] Consequently, in the 5TS, 0 and A are only estimated oy their respective measurements, Tnis choice
i5 3lso Justified by reliability considerations, as will be shown further

[-3 o
3.2.2 Estimation of Q and A

Tnierendmmze o ravge and asitull channielo

D and A can be estimated on two separate channels, as stated above; 25 a matter of fact, the ship
which 15 being tracked can be described by the equetions:

dA % o . 2
a—E = A a-i' = D
3 .
dA | do
dt YA T
"(A a 0 '10 = 0

These equations are complemented by me3s;urement equations ascuming the following shape
Y -
Aneas. Asbp(t) Oneas. = 2+ bplt)

in which b, and by are indepenvent Gaussian white noises. Thus, the renge and asimuth channels are inde-
pendent of e>ch ogher.

o
For the estimation of A, the value Ag,,s. 1s availapie at the computer input. An "optiiaum™ filter
has been calculated so as to extract the best estimation of A, We will take up thic point again jater.
o
Jatimition L0 D

2
The same filter has been coentemplated for the extraction of the pest estimation of G based on the

meas.rements Spaag .+ the estimation error of this filter is 6.3 cn/s at a distance ¢f 33 km. As this error
is mgch lower than thot permitted by the specifications, a sub-optiinal estimator was finally chosen,

k)
This estimator opera‘es directly from the output DF of the rance tracking loco and can be repre-
sented by the transfer function: '

0 (t) 0(t)

;
%
i
i
i
i
2
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An optimisation of t was carried out and provides

( )1/2
t = {op/o
D \

where oynis the standard deviation of noise affecting 0, and o, {s the stanoard deviation of acceleration

o
Ll

The resulting estimation error of D is

A constant gain structure was chosen for the estimator of D, with + cptimized at a distance of
33 km,

33 gsyimerien.dg A

n
The estimation of A is the critical point of the 575. The overall accuracy of the system depends
strongly ~n this estimation; this is the reason why it should be performed as accurately 2s possible.

We will consider successively the implementation of a standard Kalmar filter, of a Kalman-Schmidt
filter, and, finally, of an averageing filter

3.3.1 Xglman Filter

(1)  Calcuilatron sf the filter an< i garns

The first solution which occurs to us as regards the processing of the data provided by the
azimsth tiacking loop is to feed them into a Kalman filter:

‘{e can try to put Jdown

. o
oA FE 0

in the form x = Fx (3)

with x¥ = [A,Al

and the measyremernts Am(t) in the form: y = Hx + v(t) (8)

H being [1,0] v(t) being the azimuth measure nolse;

v(t) is the output of the azimuth loop excited by the only white noise bA(:) whose level .s HA(t).

If we assume that the bandpass of the Kalman filter will be much narrower than that of the
azimuth tracking loop, it is logical to regard v(t) as identical with bA(t); consequently, we have

E(v(t) v(x)') = R(t) 6(t-«) = Mp(t) 6(t = 1) (5)

Consequently, equations (3} and (4) assume a canontcal shape an3d x(t} 15 estimated by the
following Xalman filter:

X(E) = EL8) R - K(EIy() - K (0] (6)
The estimation error of the covariance matrix P(t) 1s a solution of the equation
;(t) = F{t) P(t) + P(t) F(‘-)T - K{t) R(t) Kit)T (7)
where the gain matrix K(t) is defined by
k(t) = P(t) H(e)T R(e)! (8)

The soluticn of equation (7) is achieved by solving the following 1inear equation

Frewh - ey - rT e oW g T oy )
We find that
i 2
{ a +-'-t{ - ?t-n vat + 3 —!l
-1
() = = 2 3 i (10)
E‘—-*at‘rﬂ oot - 28ty
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and therefore

r !
| 4R 62|
voTE )
P(t) ~ ! | (1)
! 6 R I_ZRI
L ';Z' tT_ j
Consequently, the gain matrix K(t) tends also towards 0 and assumes the following fom

]

X(t) ~ i (12)

lon e

R

~o!
.

(2} Influence cf corleraticons un the [ilter

Ouring the operation of the filtc., the ships considered have a quasi-constant non-zero
acceteration whose variance is ci; as we will tee, this only acceleration is sufficient to cause the

l Kalman filter to diverge. 2
The estimatien error x is now given by . ':
. ) E .

x = (F - KH)n + Kv + y 113) b
r-." v

v o= 0 (14) E

LYA.

as y is deterministic, the variance of x has no* changed but its average b admits the .
following equation E
. 3

b(t) = (Fit) - K{t) dA(t), 2({t) + y(¥) (15} :

Since ;(0) = £(x{J)), the initial condition zoncerning b(t) is E
b{2) = 0 (16) n

The solution b{t) of (15) anrd (1) is B .

2

LI _ t t ]

b = lbl ’ b2| = [WA T? , YA '2'] (17) | .

If we now take into account the fact that oY2 = E(YZA), we fingd R
| & ,3;7 -

' 14 . 2

Cooit) bty - 2 i .

o3 ¢ -

- Lo E. .

LZ T -

Consequently, *the average quadratic deviation a€fecting A verifies 3

Yy s

o

[a%]

> 2R . 2t
g {t) = St oy = (18)
A ¢} Aoy

302
o Thg error e3(t) decreases initially like t ', as a function of t; it then reaches its
ninitum for a tine t= tOpt' then it increases ayain like t (see Fig. 5). The minimun value 1s:

375
€ = 1,51 K ¢ (193

Therefore, the Ka]map filter, which is optimal in theory, is not so ir practice. As will be
demonstrated later, a Ka]man-Sghm1dt filter can be calculated, is optimal in a certain way, and provides
an average ercor Cﬁ(t) corverging towards a lower value than thet of the Kalman filter considered adbove.

3.3.2 Kalman-Schnidt filter

Plem

] Let us row introduce into the state vector the acceleration which, previously, was not "
modeiled. It verifies Ty = N. Concequently, tne equation of state becomes -

Io 0
1*1- [ 5

o 0

107
s lA
5

o
. R T
where X5 = g ang "o oG A A)
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The equation of measurement will be written in the form
V(U = H(E) x(8) 4 v(t) = H (1) xy(t) ¢ v(t) (21)
whers H = (1 0 0} and Hl =[10}
(2) ralman-Sehmidte [liver.ng

Like the standard Ka'man filter, the Kalman-Schmidy filter is a Luenberger estimator which
agmits the equation

°

x = rx+Ky-HZX _ (22)
Ik, |
One tries to find the optimum K amcng all the X matrices of the ;—%J’onm.
_ 1.0
Fufr
If we put down F = 0 7§ | » equation (22) gives
Y4

o

£ o= Fll " +F12 X, * Klly~ Hl . xl] (22 a)

ot Fao X (22 b;

Based on the knowledge that x (0) = £(x,(0)) optimizes the filter at the moment O,

it
results from equation (27 b) that iz(t) is the average“cf x.(t). If, besides £(x2(0)) =0, iZ(O) =0
and therefore %,(t) = 0. -

The equation (22 H) can be eliminated from the filter which is expressec as fcllows:
o
il = Fll %, + Klly - H xll (23)

Therefore, the Kalman-Schmidt filter nas become a filter of order n-

73} Caloulation of the cprimal aairiz E;(;
Let us put down P(t) = E(x{t)* (t) and let us calculate M (1)
As in the case of tre Kalman filter, the equation of the evolution of P/t) is
;(t) = LFL8) - K(OH(OIP(E) + P{LjIF(t) - K(tIH{t)] | + K(0R(L)K (t) (08)

which can also be written, by adding, then substracting P(t)HY(t) R(L)'1 H{t) P{t) in the right-side term:

Pty = F(t) P(t) = P(e) F()" - P(t) H(t)T R(e) ! w(e) p(y)
MU hit)! P(t)'_l_l_R_(t)_l_K»(E) ORI (24%)
S T Mt;, T — e

The minimization of t-(P{t)) leads to that of tr{P(t)) and therefore to that of tr{M(t))
As tr(M(t)) > 3, tr(P(t)) is at its lowest value if tr(M{t)) - O, which is obtained by means of (8).

Kalmar filter : K{tj = P(t) H(t)' R(t;
If, now, we impose Kk(t) = i(l(t)i , the mgtrix M(t) can be written as follows
1.9
Mo () Mot
wey < | M Y |
| M0t ”22(‘)_‘
where M, (t) = (Kit) - (P(tih(n)! R(t)_lil'l R(E) 1K (8) - (P(t) H(Y)' Reti ™)
Mpp(ts = - k(1) - iP(t) u(t;:1 R(L)-15] R(t) [(P(t) H(t)T R(t)'l}T
T -1 1.1 ’

Maalts = 1iP(t) H(n)T RTHE R(n) ipge kin T Ry
If we use tr M(t) = tr Mll(t} + tr Mzz(t). and the fact that Mzz(t) is independent of Kl‘t)’
we find the following result

PlL) H(t)T R(t)'l?

dinimum tr(M{t)) = Kl([\
which we sum up as follows

ORISRy
Kalman-Schmidt Filter : ) (25}

rz(t) )

it el el
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(§) Tuciution of the mairixz P(t)

Through the transformation of (24') by means of (25), the matrix P(t) ic the solution of
the differential eguation

o 1 1 -1 ro ; C
T e ‘L;0> (Pft) k(t T eyt ?i(_t) 5('&' o (28
! ) t ! 53J
from the inftial condition
KN o 1
P(O) = l 0 1 E(x(0) x2(0)t3J

The introducticn of the fourth term into tre right-hand side of equation (¢6) corresponds
sim, 'y .0 cancelling the fourth bleck of the ratrix

p(e) Ht)T R(e) T H() P(Y)

Equation can be solved according to the same process as the evolution equation (?) of P(t)
fur the Kalman filter.

(&) Appiicattor. of the karan-Sehmide filter to the [iltering of aaimuth dato

In this phase of the study, we wili not be concerned with transiert ~perating conditions.
[t is demonstrated experimentally that equation '26) admits such a stable solution that P11* Prs and Pa3
verify:
ki 5
R ¥ o e .0
A 22 g R? M 33 16 R4

and, consequently, c;, the speed estimation error is

1,9 3
a1,41R7 o / (27)

The steady state error 15 8% sma.ler than that of the alman filtar at its mast accurate.
[ Form o:" the Filter

The calculation of Kl(t) by means of formula (25) leads to the foliowing result

~ g
2 \
lim ¥, (t) = 2 28
tew 1 10, (28)
2 1’/5 2
7 (& '
with fig R (—27?-
° Under stecdy corditiuns, the tranfer function from the measurement A (t) to the estimate
A of the 3zimuth speed is m
z
q p
Alp) . ‘0 .
folpd o2 (29)

ik, )’}0 + /? .')op + p2

The Kalman-Schmidt filter obtai:ied has its w0 eigenvalucs with a critical damping 1a the
complex plane. Its block-diagram is represented on Fig. 6.

(7)  Mazimum error of tne Kalman-Schmidt filter

The maximum speed estimation error of the filter is to be found at a distance of 33 km;
bzied on fyurmula (27), it amonunts to

@

€n = 11,3 ¢m/s

3.3.3. Averageing filter
o
At the request of the STS project leader, a more conventional estimator of the azimuth speed A

has been calculated and made it possible to quantify the accuracy improvement cffered by the Xalman-Schmidt
Tilter over more conventioral filtering methuds.

il Dearwiption of the averageing filter
The averageing filter operates as follows:

s

The measurements A {t) supplied by the weasuring equipaent 15 averaged during consecutive
time periods of fixed duration T1/2, T being optimized later

il sl
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The cgtimate A |s calculated as (2 T)(Aj - Aq.j} where Ay is the result of t e i  average and Ay.)

that of the 1-1%h "Time 7 has been calculated in sucr. a wey as to optimize the accuracy of the
estimation at a distance of 33 km. Tie steady state error 'ias been calculatea a7 follows:

(2)  Steady state error

According to the superpositisn orinciple, the steady state error {s
2 , 2
cz = /(cx)l + ‘52)2 (30)
where (:;)1 is the error induced by radio {reque.icy noise
and (52)2 che error resulting from the non-2ero acceleration of the ship, whose standard deviation is o

Calculation o) (c;)
1
As time ! is long as compared to the reverse of the bandpass of the azimuth tracking loop, in
calculations, the Loloured noise at *he output of this ioop can be replaced by the white noise DA(t) dat
the input of the loop.

The erro- affezting Ai is therefore the weichted integral of the white notse DA(t); consequently:

2L
Ai 1/2

Likewise, the error affecting Ai-l is given by

4 . R
€2

i-1 /2

and, due to the fact that the bA(t) are indepencgent of each oiher, for

tele, ,,yladgtelt, , St
2e L2 MR ) . 2R _16R
(¢ ;\)- ML Gt M T 1. T3
i 12 (1/,2)2 172 13

alcuiztion of (cx)ﬂ

Let us assume that the white noise bA(t) i< zero and that there is a constant acceleration - (t)

: ﬂth (tydt - 2 (:‘: A_(t)dt t !
: i Tm ST)YHA % o4 (N1t 7 1
Atg,,) =~ o = 2 J[c. (ALlt + =) - AL(t)]dt
i-1
As = - .
by(t) =0, ALt} = A(t);
Now T T e 1<
A(t ¢ =) = A(t) + = A(t) + —- v
¢
: : g (" 1"‘;‘ 12 18 ° 1
herefore A(t. ) = - = A(tY + — y]dt = A(t. : T .3 T
(A2 SR Jti-1 7 FY vl (e Qv My P
Consequent! 0 z 2
y () =gl 4t T,
2 4 v
1t results therefrom that the ovcrall error is given by the formula
R 2 7
s _ /16 R 1 2 W
BT >
"
This errcr 15 at its smallest for T = (96 R) / and amounts then to
y
: o1t
[3 = ~ .
Amin ' Y (42)

TN
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The minimum error at a distance cf 33 km amounts to 12.9 cm/s and corresponds to an integration time of
20 s (T/2 = 20 s).

H
Now, the specifications require that the disoiay of A should be up-dated every five serond; therefore, we
are compelled to carry out several calculations of averages in parallel for with an elementary 5 s shift,
or to select a 5 s fintegration time; the error obtained in the lctter case is.

*A = 65 cm/s
5
3.3.4 Selection of the estimation filter of A

The accuracy performance of the three filters under censideration is, respectively:

Kalman Filter ... . ... ... .. i, (12.2 c¢m:y at 33 km)
Kalman-Schmige Milter. .. ... ... ................ (11.3 ¢m/s at 33 km)
Averageing Filter.. .. ......oveie ionenaao . (12.9 ¢y's or RS cm/s at 23 km)

The Kalman-3Schmidt filter has been selected since it is the most accurate. Ai already noted, the 3
drawbacks of the other filte,s ¢re the following: j
Though ade-,uate in tieory, the Kalman tilter is difficult to use due t» its divergence. 3
While the averageing filter appears to be simple a priori, it is somawhat difficult to inplement E
if a low degree of error is to be achieved; besides, even once 11 has been optimizea, it does not eet tne b
specifications required (12.9 cmss at a distance of 33 km instead of 12.% cm/s}. Tha estimation errors of
the various filters are represented on Fig. 7, versus the distance from the ship tc the station,
. 1
3.4 Ertimation of the_ngylgation perameters 3
E
3.4.1. Mathematical expression of the navigation parameters ]
The navigation parametiers e, L, e and [ are expressed 35 functions oi the real values A {azimuth) ;
anrd T (distance) by means of the foliowing tormylae
{ - s Yoo - \ (a3, -
g ag) Iy by sy T B (A -8y . 4
e: - o — IR te (33} 1
(fa -~ a )7 v (o, - b o7 v 3
i i-1 d -1 b
PR N4 2! 34
L\x1 = | rg o 3 +1y0~b‘-, | (39
329 5 b. .} fo (a ) g
o - - h - 1
DA T N b L T B (35) i
l(3 - a. )2 + (b, - b, ‘(l a 3
i 1-1 i i-17 3
dx dy 3
— (x, - & + — -b.) E
a 3 { I ly " q
ligy) = 0 dt 0 (36} ]
l(‘O - a") + ':YO - b;‘l ] 3
where g is 3 correcting term resuiting from the position geviation between the resperder and the pilot. j
Py ‘;
"i 2
b are the Lambert coordinates (Lariesian coordinates) of the reference Flint x, 3
i 3
_ ) B
P ek
| o 9t i
and | b dy, re respectively the coordinateg of the Ehip recponder ard their derivativas, whose L
S VU707 expressions gs functions of A, A, D and b are: ,
0 | | —dt 1 1
I . J :
Xy = ls*UsinA (n
Iy T At O cos A {38)
t dA 66 \
Jr ° U cos A H% + sin A 3¢ {39) ;
) dA 40
_.l_ - - )] 1 \ * ~ SA0Y
3t 0 sin / Jt ¢t 05 A Jt {10,
)(S,
where | | ore the Lambert coordinates of the ground-vased station,

9 -

|
j
’i
]
H
!‘
1
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The expressions of e, ., e and L as functions of the values of A, D, A, U are
- linear as functions of & and 8
- non linear as functions of A and D.

Basednon the fact that AAaqg 0 areakqfwn with fairly good 2ccuracy, we have chosen as the esti-
mates ¢f e, L, 8 and L the valyes &, L(x;). €, L(x;} provided by the formulae

e = e(h,d) {41)
L{x) = L{x;, A, D) (42)
3 = S(A, 6. i. B) (43
Cix) = Eexga a0, 4, B) (44)

< o
where e(.}, (.}, e(.}, L({.) are the functions appearing in tne right-hand sides of (33), (34), (35)
and [36). Due to the yood accuracy 0f A and D, these estimate are close to tne optimum.

Determination of the refererice segmeat (x,-_1 xi)

The reference segment is delermined iteratively since the tanxer sails towards the harbour. The
test permitting tte incrementation of i %grresponds to the tanker pa,sing across the boundary which sep.rates
the 1+1t area of the channel from the i Narea. This test is carried out simultaneously with each caicu-
lation of e and L(xi). that is to say every second.

(1! Accuwracy achteved for e and L(xi)
The accuracy achieved for e proves to be almoct the same as the lowest accuracy for A

(expressed in m) and d. By means of a simple calculation, we find that the error affecting L is, at the
outside, equal to twice the greatest error affecting A and 0. Thuz, the errors . and ¢, in the estimation

of e and L are: € t
At a distance of 33 «m €o ? 3.6 m g < 17.¢m
At a distance of 12 m €g = 2.2m g o 4.4n

o
!
Lix,

>
(2)  Accuwracy achisved for e an j

o N,

0 ~-

The accuracy achieved for e and L(x.) estimated by means of equations (43) anc (44) is
almost independent of the errors affecting A and D;

A detailed calculation has revealed that the graatest poss:hle error obtained is ).2 ¢m/s.

° ° We have also heen able to demonstrate that e ond i(x.) are almost the optimal esgimates of
e and L{xj) and th.t the error affecting e and E(xi) is, at the utmogt. equal to that affecting A, The
degrees 0f accuracy achieved for e and [(x;) if we estimate % by means of a constant coefficient filter
optimized for 33 km (by Kaimar-Schmr.dt fil%ering) are shown on the table Yelow:

- I T T :
loistance | ¢ 1 0 | «§ | G|
| (km) \ {em/s) § (cm/s) | (em/z: to(em/s) !
: 4 ' * T -
O - - T O S L T v 3 T
. . : I : i
P22, 83 ¢ 1L3 0oLy o
s | 58 | 6 €5 s

1 1 H |

| 12 | 47 - as | a5 i a7

i i :
| 4 | 2.2 11 1 2.2

. 1

oo
Errors affecting H% ang 3% as functions of the distance
between the tanker and tte g-ourd-based station (zerc lag errors}
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3.5 Qesimization of tag.313.d1aita) oresssiing
3.5.1 Optimizaticr of the sampling interval for the estimatiop ¢f A
(1) Sarpled Kilmgn-Schmidt Filter
The discrete formulation of the sampled Kalman-Schmidt filter is given below.
suppose a sampled process in the form
x(k ¢ 1) = o(k+l, k) + x(k)
whave
[Mx, (k) YT T
xik] = ! 1 and  o(kel, k= [ 1 12
v X k 0 $
L_2( ) I 22 |

Suppose the sampled measurement
y(k) = H{k) x(k) + v(k) = Hl‘k) xl(k) + v k)
where v(k) is 8 <ampled white noise with the foliowing covariance

E(v(k) ¥(337) = R(Kk) &,

(45)

(45)

The Xalman-Schmidt €ilier whict cptimizes tne ewtimation error affecting xl(v; is given by:

Enurstong o) atate

;l(k',' = xy (k) . Ky (k) Ly (k) - :~|1(k);1(v;'1

S . R
xl(knl) =9, xl(k)
Foaatione o vuriaive
PO = P(R)T - BT HOO G a(k) + H(K) P H(k) TG
_ Bl oo
oy o, | Y
whare (.}  {s the operation whict, from Q = | leads to (C), = i |
' ey ¢ *olny o
IS P %0 ]
Pkel)™ = aik 1, k) P(K)" alkel, 1)
Erurtion ) gatn
. T - T -1
Yi(k) = {P(k) H(k) [R{k) + H(k} Pik) H(k)I| 2
4
where {:}. {is the operatien which, from M = ;Vl leads to (M) = Ml
‘2
k]
(L) Mppliaciion o the eatimation chonel 38 A

1
Let vs call T the sampling interval of the ¥elman-3chmidt filter of channel A,

1,

The evolution of the vector of state x{k) = 'A{tk) | {5 qiven by the formula

()]
x(K) = 402, k-1) x(b 1)

where

$r ) e s REER! (

The sampled neasyrements selected y(k) assume the folluwing form

ot
L'F ,
MORE: JL A (t)dt
v-l

They are the average, of the azimuth neasurements in the fatervais itv-l' tvl

(47 a)
(47 b)

(48 a) :

(88 b)

(49)
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If we use A (t) = H « x(t) + v(t), where H = (1,0,0] ana E(v(t) v(t + )7) = R ()

we obtain
y(k) = H{k) x(x) + v(k)

. 1 (% . G

H(k) =K. (< th 1 oty t)at) = {1, —,
£ T _R
(v(k) v(1)') = R(K) &, where R(k) = =

The steady state accuracy of the Kalman-Schmidt filter corresponding to the above sampled
equations was calcul.ted for various sampling intervals at the most critical distance: 33 km. The average
error/sampling interval curve shown on Fig. 8 offers a remarkable characteristic: the accwracy 1a at 1ts
bes: for a ncn-aero value (of the order of 10 a) of the sampling tnterval and is lower than that of the
continuous filter only when the sampling intervals exceed 22 s.

tor a5 s sampling interval, the accuracy achieved is 11.1 om/s.

A S s sampling interval 1s selected in view of the following requirements .-
-3 o
(a) Update the estimation of e ana L for each data displa',"
(k) Minimize the computer work load for the estimation of A.

o
3.5.2 Sampling_interval for _the estimation of D

as 1s.

3.5.3.  Number _of digits_selected for each parameter

Thz computer used is an B8-bit conputer based on an INTEL 80CB fixed point microprocessor.
Consequently, the parameters should be derined either in 8 bits, or in 16 bits, or more.

-] -] Q -]
It has beer demonstrated that, for each of the variaoles 0, D, A, A, e, L, e and L, the dynamics
exceed 8 bits. Consequently, these varfables must be coded in 16 bits, that is to say two words.

The following table shows the values of the highest and lowest order bits for each value, togcther
with the appropriate signs.

T
value Sign Max. Weight | Mir. Weight
| + 32,768 m } Im
0 + 64 m/s | 3.9 ms
A | + L] rad/sll 0.9 - 107 rad
| & = ¢t 12.27 rad/s® 7.4 - 1677 rad/s
e M 16,388 n 1m
Lo | 32,768 m Im
e 64 m/s | 3.9 m/s '
| ° |
L pd [ t4 m 3.9 /s

In 811 the cases considered, the unft of lenght is | m apc the unit of time 28 s, that is to
say 3.9 ms. The only values which are not standardize) are A and A, which makes the computation of Xy
and Yp more complex.

1
|
?
i
1
?{;
i
i

et ol L
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1he values provided by the measuring device are given in the following form:
1 ! |
Value i Sign i Max. Weight Min. Weight |
' —— 1
| D ¢ 65 536 m 2m
L3 . ’
0 : analog coded 16 bits |
| :
A, ! + ! r ad | 21'? rad '
2A analog coded & hits 1 |
| ] |
L a 1 I
3.5.4  Influence of guantizations or_the knowledge of A
ﬂ(k) is determined by thz algorithm
- . H . Y |
A(k+l) = 0y Alx) + “12 A(r) + xl[A -0 Ak) -6y, A(k)) (50)
s s . .S
A(k+l) = ‘2 A(k) + leA -y A(x) - ¢ 12 Ak)] (51)

where ne parameters expressed in octal numbers are:

¢, 0001 (1)
$,=0500 ()
¥ 50210 (1/2)
0,, 20001 (1)

Approximating r(l and ':;2 does not apprec:aply mcdrfy the filtering error; bLesides, no appioxi-
mation 15 made for 0]

Errore reauliing frow the adlisione

Such arrors are null.
Eppore resuliing frocothe truncation of A and from che multiyiications

The conputer calcuates (50) and (51) according to the following process:

s A= A-AK) - ¢

R
1z ALK

That is to cay:

* ' 8
SA A4 AK) - e ALK -,
Afkel) = Alk) + 2, Alk) + K, aA + ¢

1 3

(k+1) = A{k) ¢ KZ 4
£q 3re errors equally distributed uver 0 ard b where b is the lowest order bit of A and

o

aA + ¢

€t
. LA
A(/‘m 4L .-n)'

H
The average of ¢,, ¢,, €., does not perturb A in 3 steady; state., The standard deviation of an

equivialent noise c'l on A ts: ¢4
,  —
L_os LAt
/T2 Yy ?
Such 3 noise is equivalent to a white roise on Am, whose eperqy level would be
? .
W= 2 e s 1078 radfys.

This level is nigher than the engrgy level ot the input white noise for distarces below 12 km
between the ground-based station and the resporder|
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3.5.5 8. 2tative or non-adaptative Kalman-Schmidt Filter?

The imp'ementation of a Kalman-Schmidt filter with pre-computed variable coefficients has been
contemplated during STS study.

Finally, tiis idea was given up far the following reasons:
- The conputing workload of an adaptative filter is higher than that of a constant coefficiant

filter.
- On the range channel, the acquisition 1s achieved by the measuring system within 2 mn
wherees the acquisition time is reduced to 2 s on the azimuth channel. Therefore, a snort Y

transient phase is not a necessary requirement for the azimuth Kalman-Schmidt filter;
censecuently, the gain parameters can be frozen at their steady state values.

However, it has beern contemplated to set up later, on the STS, a gain adaptation program for
the previous filter; the gains should be calculated &s functicns of the S/N ratio at the
input of the measuring 4device. This </N ratfo 1s given indirectly by a variance computation
carri2d out On the azinuth measurements stored in the menory every 500 ms. The principle

of thz “'1ter is represented by a block-diagram on Fig. 9.

The worst-case results td be expected from such & filter are shown on Fig. 10, together with E ..
those obtained with a constant coefficient filter whose c.efficients are optimized tor a

distance of 33 km.

[t is this constant coefficient filter which will be considered from now on.

4, GENERAL ORGANJZATION OF THE DIGITAL PROCESSING

Jye to 1ts low cust and its low computing power, the computer of the STS ground-based station is
quite suited to the probiem under ronsideration.

The computer is connected with the measuring device bv a 32-entry - 32-e«it coupler whose functions
are as follows.
°
- Input of data Dm. Am. D". return message from the responder.
- Output of the outgoing messane sent to tne responder.

The ccmputer operites on three levels {see Fig. 11).

iave. O 500 ms elementary period main pragram synchronizeq with a 500 ms period interrupt sent out by
the measuring device. This orogram is responsible for the fo'lowing computations:

(1) Ayerage of the 10 ;m data and computation of the constant coefficient Xalman-Schmidt
filtar {evary 5 s).

67 iterative compu}ation_of E by the processing of Bm sampled every second.

(3) Computation of s a:4 L(‘i) every secons by sampling Am every 500 ms and om every second.

(4)  Computation of e, L(xi) every 5 second.

&) Compytacion of the segment numher and phace number every secund ba.ed on the result of (3)

The main program is synchronized in crder that the ¢nmputation time of the cstimates of ; and 6

may remain constant. Computations (i}, 72}, (3), (4;, and (5) are not ali effected at a 500 ms rate but
are repetitive every 5 second.

The time schedule of the main program is as follows:

0 Computatior, of ¢7s A and sin A, of the Lambert coordinates Xo and Yo
Determination of segment i and phate j.
Input of A .
m
0.5 Computation of P and L(x1)

Input of Ag. o
Estimation of ¢

1 Computaticn of cos A, sin A, X and Yo
Determination of 1 and J
Input of Am,

1.% Cumputaticn of e and L x,) -
Input of Ap. & 3
Estimation of D. .

2 Computation 2f cos A, sin A
Oetermination of 1 and §

Input of Am
2.5 Computation of e and L(x“

input 0 Ay o
£stimation of (
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3 Computation of cos A, sin A, Xy and Yo
Determination of 1 and j
Input of %

3.5 Computation of e and L(x )
Input of o
Estimation of O

4 Computation of cos A, sin A, Xge Yo
Detevwmination of 1 and J
Input of %

4.5 Computation of e and L(x )

Input of Ay &
Estimation of s
Estimation of

Computaticn of e and L(x‘)
Return to 0

The computation times of the various sub-programs are:

rComputaHon of cos A and sin A I 78 ms
Computation of xq and Yo 0.8 ms
Determination of secment 1 and phase j| 32 ms
Computation of e and Lixy) 73 m
Estimation of D 5ms
Estimation of °A 13 ms
Computation of Z and t(xi) 40 ms

The total space requirement of the program {s 4 words.

level I Program over an {nterrupt of level 1 triggered by the measuring device every 500 ms. This program
prevares and transcodes into 3CD the digital message of 32 efght-bit bytes to be sent %o the
responder.

level i Orogram over the interruption of level 2.

This program is initiated every )4 ms on the intzrruption of level 2 triggered by the meisuring
device; 1t sends out to the measuring device 2n efght~-bit byte of the message generated previously
and receives an efght-bit byte in return, wiich it compares with the cight-bit byte sent out and
it sends forth an alarm signal if an error has been made.

88 ms are required for the running of the 1st and 2nd .2vel programs, out of a total duration of
£00 ms, which leaves 417 ms for the main program tu be carried out. Now, the running of this main
program recessitates ':1 ms at the utmost. Therefore, the computer remains unused over 50% of
its time!

The total space requiremert {or levels 1, 2, and 3 is 5.3 K words.
5. RELIABILITY OF THE DIGIiTAL_PROCESS ING

As shown on Fig., 11, the digital processing by the STS assumes a modular structure. [ts charac-
taristic features are:

(1) No estimation of valyes A and D (This way, even in the case errors occur on the estimators,
paramelers e, L(x ), 1 and j are available on the pilot's display box).

(2) Separate estimation of i and D
13, Rusticity of estimators X and 6. ensuring high stability.
() tstimation of naviqation parameters separately from that of the variables of state.

The mogular structure of the projrams improves considerably the re.fability of their checking
out and of possible on-site modificaticns.

CONCLUS[ON

This paper describes the digita) processing of measurements in a high accuracy ship-tracking
system The errors affecting the azimuth measurement supplied by the measuriny device nf the ground-based
station were found to be the most critical vor the overall accuracy cf the system. A Kelman-Schmidt filter
was selected for an optimum estimation of the azimuth speed, following comparisons with a Kaiman filter
and an "averageing” filter. The estimation of the navigation parameters was describes and the position
and speed &cruracy achieved by the system was calcul-ted. Moreover, varfous effects resulting from the data
processing in a computer were analyzed and optimized: f.i. choice of the computatirn rate for the azimuth
velocity, scaling of navigation parameters, :tc .; 7‘nelly, the programming of the data processing in a
microcomputer was described and evaluated from tvo standpoints: memory space requirement and computatisr
time. The results obtained confirm the efficiency ot the solutions selected.
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Figure 5.: Standard-deviation of the spead-error, as a function of thc estimation time,

for the Kalman filter (Distance: 33 km)

~

Figure 6.: Kalman-Schmidt filter
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:; Figure 7.: Standard deviation of the speed error, as a function of the distance ship-ground-based station,
£ ° for filters n® 1, 2, 3 (Xalman, Kalman-Schmidt, Averageing filter)
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DESIGN AND ANALYSIS OF LOW-ORDER FILTERS
APPLIED TO THE ALIGNMENT OF INERTIAL PLATFORMS
by

Willi Kortlm
Ge:man Rescarch Center for Aeronautics
and Astronautics (DFVLR)
institute for Dynamics of Flight Systems
8031 Oberpfaffenhofen
Germany

SUMMARY

This lecture describes the typical steps and considerations for designing low-
order efficient state estimators or Kalman filters. The design steps are demonstrated
o1. a piatforn alignment problem where Kalmin filtering is used rather than conventional
procedures to reduce the time necessary for the required alignment accuracy. The wors
reported herein is based on a test series for modelling gyro-drift and accelerometer
errors. The main body of the lecture concentrates on the selection of a desigrn model
foar the filter (Section ), tne filter design atseif (Section 3), and a complete covari-
ance analysis (Section 4). The main goal of the filter Jdesign is to achieve a simple,
1.¢., low-order insensitive design.

1. INTRODUCTION

The application of modern estimation techniques (Kalman filter.ng) to the align-
ment and calibration o{ inertial platforms {(on ground) 1s of great practi-al interest
since it allows shorter alignment timcs and/or higher alignment accuracy. Both dspects
are very desirabie because they allew the time necessary for start preparations tc be
shortened and/or inflight navigation accuracy to be improved [1, 2i*. From the viewpoint
of implementation it is desirablec to keep the e¢stimator as simple as possibi¢ while main-
taining the optimal accuracy. The t:pical Jesign steps for achieving simple ilow-order)
and efficient filters 7ce described for the problem of fast and finc piattform alignment.
This problem should bv understood as a case study which aliow:s aspects of fi'ter Jesign
which are typical ard easily gencralized to be Jdescribed. 7The practizal implications
of the numerical rersults, however, depend on the special mission, and generalization nust
be pertormed with care.

To obtaln Tcliable answers to this pronlem the tollowins main tasks were Tarried

out:

(1) A test series for setting up stochastic models for gyro-drift and
accelerometer errvors {(at JABG-Ottobrunnd.

(2) A design of an effcctive low-order state c:timator with special
attention to cbservability and covariance analysis {(at DPFVLR-Ober-
pfaffenhofen).

(3) Coordination of modelling, implementaticn c¢f the filter and perfor-

mance of experiments with the rcal platfoim (at DFVLR-Braunschweig).

The lecture concent.ates on task (2),; however, upgrading the results or task (1)
and the comparison with the experiments of task (3} an: their drawbacks orn tasks (1)
and (2) are also included.

Each of the following scctions begins vith a subsection on the general idea - appli-
cable to a wide rvange of problems - followed by a discussion of its usc in th. problem
of alignment.

2. DYNAMICL MODELS AND LRROR STATIUSTICS

Effective state cstimation via Kalman filtering is basced on a model ¢f the dvramic
system under consideration, the sensor cquations as well as statistic models feor the
noise 1nputs (process and scnsor noiscl

System Modcel: x = F ox Gyur G {2-1:
Observations: = Hx s v (2-2)
wherc x i1s the nxi statc vectcer, = the mx! measurement or observation vector, 4 i< a

nuxl deterministic input veccor fe.p., control avtions) and w and v are nkxl and nx!

vectors termed as process and measurement noilse;, thev are uswvally assumed to be white -
noise terms with zero mean and specct.al Yeasity matrices Q and R, respectively.

Bracketed numerals refer to similarly numbered references in the List of References.
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The matvices F, G, H, Q, and R are usually assumed to be precisely given and may be con-
stant or time-varying.

In practice, however, this assumption is almost never fulfilled, {.e., usually mo- 4
dels with sufficient precision are not available and modelling is at least partially the i
job of the filter designor, moreover, it usually {s the toughest part of the whole pro- !
blem. Once a model is established, the rest of the work is almost straightforward. The
optimai (continuous) estimator or Kalman filter is then of the form, see e¢.p. [3]

.
- -

x = Fx+GueK(t) [z -Hx] : (2-3)

In this formulation, the state estimator, Eq. (2-2) is of the same order as the dy-
namic system, Eq. (2-1), whose state is to be estimated. There may be many good reasons
for lowering the order of the estimator, e.g., the use of so-called "kincmatic estimators”,
neglection of unimportant states as well as restricted observability properties. This is
discuss®d in the following sections.

2.1 Kinematic Modelling

For modelling our dynamic system we tzke a viewpoint which is sometimes §escribgd
as "kinematic modelling”; it leads to a suboptimal filter of reduced-order which is in-
sensitive to several parameters [4, S].

The prc~edure can briefly be described as follows: assume that the total state-
vector x can be split into two portions, x, and x, of order n;, n, (n, ¢+ n, = n), where

Xy = Fypxp e Fryoxg (2-4)

X, om £y (X, Xy, u, W) (2-5)

&

In the context of mechanical systems, Eq. (2-3) is the set of linearized kinematic
equations which describes the dependencics of angles and angular velocity components
for rotational motions. The second set of cquations, Eq. (2-5), is then the dynamic
equations of motion, which need not even bhe in linearized form, since thev are elimira-
ted in the following., These latter equations, e¢.g., the Euler equations for angular mo
tion, describe the interrelation between angular velocity and applied moments.

]

The measurement ecquations are assumed to be available in the form
(2-6)

= H, x, ¢ v, {2-7)

ta
ts

where the measurements =, should be relatively accurate to provide good information on
x; and the n>xn; matrix H, should be nonsingular. This means that we require relatively

good information on all dynamic state components.

Solving Eq. {2-") for x, and substjtuting in Eq. (2-4) viclds the reduced-order
system
T O N T TR S TR (2-8)
1 e 1> -2 1272 N -
where =, is a deterministic input and v, is now, in this context ‘‘process’ noise. With
Eg. (2-4) and (.-6} onec can now design a filter of order n, for x,. This filter is sub-

optimal since 17 does not make usc of the information represented by Eq. (2-5). However,
1t Joes not require precise modelling of the dvpamic state cquations which often involve
uncertatntics in the parameters as well as in the noise statistics; it is, therefore,
dis0 Jess arnstitive,

Practically, especially for navigation svstems, one often goes one step furcher
and designs firlters for the sn-called cncrementy deflined as

T Best Availeble Copy =

—— — - — | o




i Xt By (2-10)

Equation (2-10) could be intcrpreted as the prediction equations (predi-ting the

: state x, wWithout using the measurements 2,) and are somctimes called the "nav.gation
3 equat&ohb". The equations for the increments ere then
f
: sXy 4 Fyy ax, - FoH, v (2-11)
] X IR 122 V2
E dz. = 7y - Hix‘ a HIAXI vy (2-12)
The filter {or th2 increments, therefore, has the structure (see Figure 1) 5
E-
. i
axy T B oixp o K1[5'1 - Hl ax;] (2-13) 3
{ and the state e timate itself becomes ]
! :
. . - - -1 ) 3
‘ f Xp =X Yoy , (XZ = H2 :2) (I-13) 4
Py
i
v Remarks: These considerations are valid for the white-noise terms vy and vy, 1{
: vy is colored ncise, it appcars as process noise and can be treated by extending
i ; the state vector
o !
I 13 ;
. |
| [,
} ax, ' s “2-15) i
t 1 3
¢ E]
! ¥ V’-l 3
S © 1
§
and
f .
Ve o® A, v, v g (2-16) i
3 if v is ¢colored noise, we have colored mcasurement noise, which requires a special :
i treawment [5). This case is not needed for the present application. ;
i
t
] 2.2 Error Dynamics for Platform Alignment
i We now apply the general considerations of Section 2.1 to our platform alignment
E problem: The lincarized kinematic cquations fo:- the platform angles can he written as
C ! follows (2,0]
3 . r 1 r
[J] iO fiy ‘“h1 Iru 'p_!
i 1
; ‘ 8 | -
i [ * iy 0 C ‘l : + ql' (2-17)
' I o} 0 L)I I"
L l. h _] - =)
where 4, &, and vy are the platform angles 2bout east-west, north-scuth and the azimuth
i axes, and p, q, and r arz the corresponding anguiar velocities. These equations could
be supplemented by the three Luler dynamic equations of the tvpe
.
? MJ
q L (pgaT,rac,y) 4 G, M (2183
T IH ;
| v ;
. L i
1
Hocwever, usi)ng section 2.1, this 1s not necessary. HRecause of the three platform moun- ?
ted gyros we have gsod information on the angular velocity components p,g, and r avai-
lcble in the form




™~

-
p - b,

-l -5, (2-19)

r - bv

%2

where 50} bn' Dv are the total drifts of the corresponding gyros (measurement noise).
Using the results of Eq. (2-11), including the fact that in the present application il £ 0,

" because we measure the misalignment angles from the zero position, i.e., a = Aa, ... oOne
obtains as the platform error equations

a = Q B8 - ﬂh y *+ be

v
8 =-2, a + bn (2-20)
; = Qh a + ﬁv

where the gyro drift appears now as input (process) noise to Eq. (2~20) (see Figure ).

Information on the platform misalignment angles is available through the two plat-
form-mounted accelerometers. (Their output is used in flight to provide information on
vehicle acceleration, velocity, and position). The accelerometers are mounted in the
horizontal plens so that their output is (on ground) proportional to the misalignment
angles a and 8

2 = (2-21)
-g 8 + B

where Bn and Be are the total accelerometer errors (including errors of signal trans-
mitters).

2.3 Noise Modelling

If the noise inputs in Eq. (1-20) and (2-21) would be white (known R) the design of
the Kalman filter would be straightforward and, in fact, of order 3 (see conventional
gyrocompassing loops). Complete noise models arc, however, more complex and hardly
available in the literature. We therefore agreed to set up a test series at IABG for
achieving trustworthy noise models for the gyro drift of the G-200 gyro and for the acce-
lerometer crrors of the A-200 accelerometer, those instruments with which the LN-3 plat-
form - used for the case study - is equipped. The noise models were obtained by deter-
mining the autocorrelation functions from the test, choosing simple models with known
correlation functions and computing their parameters to match the measured correlation
as well as possible (least-squares fit). The results are reported in [7] and are summa-
rized in Sections 2.3.1 and 2.3.2.

2.3.1 Gyro Drift Models

The general drift medel of a (-200 gyro can be described by a Gauss-Markov process
of the type (Figure 3)

D = D osdf + 4 « (2-22)
where

D = bias
r
d = random ramp
d = correlated noise

w = white noise
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One therefore can write four state-equations to describe the total drift

r - 0

LI § (2-23)

¢ = 0

< C <

= - +*

d 3y d w

where

1 . .
¢ = constant slope of the ranp, ay * /1d, Tu = correlation time constant,

< : : ; C
w = whitc noice generating d-.

Remark: 1t shall be noted that similar behavior cccurs in the three channels except
there is noticeatle correlated noise only in the vertical channel.

If one tries to take the drift terms into account in an optimal fashion as indica-
ted by Eg. (2-15) and (2-16), the state-vector in Eq. (2-20) has to be cxtended by 10
drifr-ctates to a total size of 13 components

) a oG B sy e D e d T e
12) g = -4, a s D e d T e
\ n n Ml
{3 Y = Gy oa + D, +a, - dvr * oW,
4y b, = 9
$) b = 0
() b, = 0 (2-24)
) ¢, = - a, dv + wdv
. CT r
(8) d, - <,
9 dF =

(10)y 4.7 =« . F

¥ v
My e, = 0
. ¢
1 c z
(12) < 0

(13) <7 = 0

The norinal set of parameters for all terms is summarized in Table 1. 1t should be
aotrted that nominally, for the paramcters of the spectral den ity martrix Q, high (pesci-
mistic) upper bounds are taken. It is well known that an this case the filter design
is on the save side and the optimal variances are not too osptimistic.

2.3.2 Accelz2rometer Error Models

Similarly, the results of testing accelciometer: of the A-200 type can bz summari-
zed as follows

T .
B = Be+b +b  +1 ‘v (2-2%3
where

B ¢ bias

r
b = random ramp

I3 c

1 b 2 .
' = corrclated-naisce terms

v = white noisc

C e g
- .“Jhmﬂﬂﬂi

L.
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Table 1. Nominal set of parameters for case study

Coefficients:

, 2
R, = 5.771 - 1075 rad/s; 0y = 4.458 + 10 S rad/s; T, = 1/ay = 37 min; g = 9.814 a/s

Initial Uncertainty:

-6 2
ms a{0) = rms 8(0) = 0.2° or P (0) = PB(O) «9 . 10" rad
] [+] 1 '2 d2
ms y(0) = 5° - 6° € 0.1 rad or 97(0) = 10 ° ra
-1 2,.2
- - - ° - - = 0.587:10 rad /5
ms D, = rms D, = rms D, 0.5%/h or PDQ(O) PDn(O) PDV(O)
ms d, S 0.15 °/h or Py (0) =2 10713 raa?/s?
v v

rms dg(0) = rms d7(0) = rms d;(0) = O or Pd:(O) Pr(0) = sz(o) -0

n

- -24 2,.4
rms ¢ =rms cT = rms cZ=5-10 4 °/h2 or P (%) =P ¢(0) =P (0)~0.5.10 rad®/s
e n v Cq Cn cy

Py (0) = 3.5 - 1077
n

[ 2

- -6 10 0 m/s
tms B, =~ rms B, = 6 * 107" g or pBe()

Spectral Densities:

- ; -18
Q:aq, ~q, =0.56 - 1071155 q = 1.69 10 Woys qg, = 106 * 1077 1/s

. SPCY R
R.re-rn-o.s 10 " m“/s

2

For each accelerometer, the total error can be expressed by five state equations

B = 0

bT = P (2-26)
& =0

LTS AL

. [d b
b? = e, b e 2

Alco, to take this noise into account in an optimal fashion, onc has to extend the
state vector of Eq. (2-24) by 10 morc statc components for Bn and Bo and arrives at a

total state vector with 23 components.
Note: The level of the white noisc does not only contain the accelerometei~instru-

ment crror, but also the signal-transmission error, which in this case is Jdominant
[6]. The significant valuecs are again given in Table 1,

2.4 Selection of a Design Model

The goal of the state-estimator design, in the present case, is to provide indica-
tions of the physically inicrcstinu values, i.c,, the misalignment angles o, r and .
Their estimates, 9, 2 and § should he as close as possible to the exact values, kecping

alsn in mind the effort for implementation. 1In this context, the extra states arc to
be considered as auxiliary quantitics, which theorctically need also to he estimated to
provide optimal values for the angles, but are not of prime interest in themselves., Thus,

o Yaat e A S S W

' T_)r. : A 4 '!, »'y""y“
oot Auridaieisg Qp:qu
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in theory, the optimal filter is of order 23, equal to the order of the total process
{see Eq. (2-1,3) and (2-3)).

However, this would not be economic, mainly because:

(1) Some of the terms may be teken into account, whose influence on the
system behavior is not significant.

(2) Some terms may be not observable and there may be, therefore, an
estimator of lower order yielding the same accuracy as the full-order
Kalman filter.

Ne consider first terms of the first kind and suggest that they be neglected for

the estimator design. This procedure will ultimately be justified by analyzing the re-
sulting filter on the full scale model, (Section 4.2).

2.4.1 Negligible Drift Components

We have already noticed that there were no noteworthy correlated drift components in
the horizontal axes.

Secondly, the random ramp components - theoretically growing unbounded - are of mi-
nor influence during alignment times of interest in the range of 3 to 15 minutes. For
these timespans their rms values are one to two orders of magnitude smaller as, e.g.,
the bias terms. Therefore all random ramps are neglected in the design.

2.4.2 Negligible Sensor Errors

It follows from the parameters of the test results that, as in Section 2.4.1, the
random ramps are very small, which in this case is also true for the correlated-noise
terms as compared, e.g., to the bias; they can therefore be neglected without hesitation.

The relation of the level of the bias to the level of the white noise depends on
the quality of the signal which can be tapped at the platform. For the noise level in
the nominal case (Table 1), the bias terms Be and Bn seem to be negligible. However,

for the north-south accelerometer at the analog navigation computer of the LN-3 platform
a signal of higher quality could be tapped (leading to a lower value of re)

ms v = 7 x 10°° gorr, ® 0.5x 107 (2-27)

e

In this case the bias (maximum 6 x 10'5 g) is not negligible any more. Therefore depen-
ding on the situation, we may or may not ncglect the accelerometer bias, especially Be.

In conclusion, we arrive at the following design model:

Process:

! 4 g, 8 - )

(1 A = v g ﬂh Y + l(‘ + Wc

() ¢ e -u oh Wy

(3) = s DLedl W, (2-28)

(7)) d - - d ' W
v
v v dv

Moagstrerents
. * ¢ « ¢ B v

" c 1oty
N 4 -y s s B s

fi “ n *n
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Measi'rement Bias:

8 -
(8) B, 0 (2-30)

3. FILTER DESIGN AND REDUCTION OF ORDER

After all of these preparatory considerations, we now enter the actual filter design.
The most important requirement, expressing the filter's ahility to reduce the estimatjion
error as colgared with the unfiltered process (see Eq. (2-28) and (2-30)) is the observa-
bility of this process under the observations (see Eq. (2-29)) [1,5). The problem of ob-
servability can partially be treated by deterministic means, i.e.,, it is a structural
property expressed by the matrices F and H. However, this does not answer the question
of how 'well' certain quantities can be determined. The latter can only be answered by
§toc:nstic means. We shall handle both problems which both give rise to order-reduction
in this section.

3.1 Consequences of Restricted Observability

In most cases of filter application, one is faced with the fact that a given process
is not completely observable, especially if - as is the case here - noise models are
added to the physical quantities. 7he best insigh: in the consequences for the filter
design is obtained then by transforming the original system, Eq. (2-1) and {2~2), to (ob-
servable) canonical form [S] via the linear transformation

YRTgx i Tg o= |e.oo... (3-1)

This brings Eq. (2.1) and (2-2) into the form

Y = A y + B, w

| IRIRA 1 (3-2)
Vg m Ap ¥yt Ay vyt By v
T =€ oy, e (3-3)

Here y, is observatle (q terms) and Y, is the unobservable part (n-q terms). Note that

the nonoobservable part of the state vector remains unchanged by the linear transformation
Yo " X, (pussibly after reordering,, whereas the observable quantities Y, are linear cum-

binations of th- original states x; aal the unobservable states X,

Yp ot ot bx; (3-4)
Formal application of the filter equations (Eq. (2-3)) to Eq. (3-2) and (3-3) yields (see
Figure 3)

v. = A,y s K {2 - C, v,]

& RIS ' 1N (3-5)

Yo ot Ay Az vy v Kl - vyl

[f we dencte the covariance matrix of the transformed system by n

. ; n Lo,
Toe Eify-y)(y-y) Ty = 1o (1-6)
7,7 &
12 22

we can formulate the properties [S}):
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(1) The problem of estimating the gqx! vactor y, can be treated separately as neither
Y, nor N, or Ny, are needed, and

T .1 -
Ky = o ¢ R (3~7)

The filter for ;l is of order q.

(2) The estimation problem for Y; * X3 depends ca y, and n,,. Thus, this may in-
fluence the accuracy of x; via x, = y, = Lx,. Tery often it is, however,
sufficient to let X, %y, and abandon the estimation of x,.

(3) It is questionable whether the overall filter, Eq. (3-5), is stable. In fact,
it is not stable if A22 is not stable from the outset [S5). If Azz is stable,

the system is called "detectable” and the resulting filter is stable,

At DFVLR we have developed a computer program, which transforms a general given
system of the type of Eq. (2-1) and (2-2) into *'¢o canonical form of Eq. (3-2) and (3-3);
it provides the number of observable states and their dependencies on the unobservable
states, i.e., the matrix L in Eq. (3-%).

In the present case, it is also possible to decide oa obse.ovability analytically;
this allows an indepcndent check on the numerical results and wore clearly provides the
dependencies on the general parameters. The idea is %o use the meusurement equations
and their time derivatives inserted in the differential equations and then to solve ior
the states it possible. Usually, the move differentiations that are needed for a state,
the poorer are its estimates. However, precise quantitative answers are obtained only

from a covariance analysis.

3.2 Observability Analvsis

3.2.1 Observability of the Drift (Be = B = 0)

It can be shown that the observable quantities are

T -
7 » (a, B, v, Dn' Dv. dv]
with (-8
Y = v - a—r—\
The observable subsystem is
|] » - - 2 iy
( 3 b ® A ‘o,
() K = - ’\ 3 + D+ ¥,
(3) ¥ = EF + Dv + dv ‘W, (3-9)
(4 D .
b, 0
(51 D, = 0
v
() dv R d v Yy
v
with
S
ST
‘o T RE SV,
It 17 casi’y scen that all quantitics in Fq. (3-9) are observable; however, the esti-

mate of the azimath angtle , using 7, 1s cantaminated by an unobservahle bias of the
e [0
r h
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3.2.2 Observability of the Accelerometer Blas

If the accelerometer biases B, and B are not negligible, estimation of them could
hs considered to reduce their influence on the accuracy of the misalignment angles. Thus,
it needs to be investigated whother these quantities are observable.

It can shown, however, that the observable subsystem remains of order 6 as in Eq.
(3-9). That is, the two additional scates, B, and B,, Eq. (2-29) and (2-30), are not
observable. In fact the observable states are now

a1
-

2
+*

M

g
B

- n

(2) s B T
D

(3) v = y-ﬁi-ﬁig—“ (3-11)
(4) D, =D, + 0, ;S

(s) b, = D, - a ;3

) 3, =4,

Unobservab’e are De, Be
likely to provide the same estimation accuracy as would an estimator of order 9.

and Bn’ which means that an estimator of order 6 is most

3.3 Proposed Low-Order Filter

The structural considerations of the previous subsections are still somewhat ab-
stract since they do not allow the question of how good the estimates may be to be ans-
werea. Quantitative statements of this kind are reserved for the optimal filt2r and its
accompanying covariance equation of the Riccati type. We therefore computed a variety
of optimal covariances tu develop a nominal filter of minimal order.

In order to confirm the statements of Section 3.2 we ran the full size filter for
all nine states of Eq. (2-28) and (2-29). In addition, this filter has the advantage
of setting the standard for comparison with all other filters because it provides the
minimum possible variances for all states.

The rcsults can be summarized as follows:

(1Y The variances of the unobservable states De' Be
ted. Thus<, it does not pay to keep these states in the filter.

and B, remain constant as expec-

e

() The variances of the misalignment angles ahout the horijzontal axes decrease very
rapidly to small values (sce Figure 5). This behavior is due to the fact that
direct information for a and g8 is available through the acceleroweters. The
stationary variances are predominantly deterrmined by the level of the (white)
accelerometer noise; only in a does the variance continue to decrease slightly

due to the improvement in the drift estimates ( n)‘

(3) The azimuth estimate y has to be determined through the dynamic equations (no
direct measurcment) and thevetore docs not decrease as rapidly. It reaches its
stationary value after about 30 or 40 minutes (Figure 6).

f3) The estimation of D, behaves, qualitatively, similarly to v. Its variance de-
<reases to small values after a few minutes (Figure "). Theoretically, Pn can he
estimated exactly (no process noise); however, the stationary filter would not
he stable {5].

*(3) The estimate of d, improves still more slowly (in agrecement with the necessity

of takiny higher derivatives of the measurements as explained in Section 3.2),
and the improvement in D is almost not recognizable within the interesting ob-

servation anterval (3 to 10 minutes) (Figure 8).
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As a result, it seems worthless to keep the state Dv in the filter - it is

very weakly observable within the time-interval of interest. The resulting filter
is then of order 5 and has the form

~

a = 4,8 - O ; + K“(t)[ze -8 Q] + Klz(t)[zn + g2 8]

B-a, 8 v D v KO0 M )il v )
Yeopa e d, s kg0t ) ek ) (3-12)
b - 0 O TRRCO I SIS RO N TS LS
a, = - a, d CK (T e K (L )

The following simpiifications may be considered:

(1) Depending »n the observation inverval, the consequences of leaving off .he
states dv and {inally Dn may bte investigated (Section 4.2;.

(2 Some of the gains can be approximated by constant or piecewise-constan: gains.
(3) Motrenver, the continuous filter may be - for ease of implementationr - approxi-
matec by a discrete filter [6].

In any event, the continuous filzer, as discussed above, sets the standards for com-
parison.

4 ANALYSIS OF TH: PROPOSED FILTER
As we have seen in the foregoing discussions, there are a variety of reasuns why the
model uased ir the fiiter differs from the real model. Sume of these are:
(1) Insufficiencies ir the model itself result.ng from varving and unknown parame-
ters.
(2) Negilecting quantities which do not seem to have significant influences.
(3) Neglecting unobservable or werkiy observable states.
(¥) Approximate gains for implementation.
In all of these cases the accempanying optimal covariance matrix is suspicious because
it is based on the simplified model (selfdiagnostic) [3). A remedy to this situat.on is
a complete covariarce analysis of the filter design on the rcal system model and the
applieu gains. Such & covariance analysis can be performed as long as the exact sys.em
can bc linearized, which i3 certainly true for fine alignment. To get answers of any
statistical value from simulation, many expeansive simulations and evaluations would have

to be puerformed.

in any event, a finai experirental verification is always appropriatec (6]).

4.1 A _General P:ogram foi Filter Covariance Analysis
The aforementioned covariance anzlysis can be performed as follows:

(1) Let the design model for the (ilter be

where for w; and v spectral densit: matrices QI' and R® are assumed, leading to an
optime! filter for the nominal values of the form

ol i AR i e e )

ol e 1L s

cormumsli il et L A

bt W

*
i
1
i
i
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(2) The actual system, howe.er,

where w,, L and v actually

(3) The deviations of the design

. A

X]) (4-3)

is assumed to be described by

W, (4-4)
v, (4-5)
(4-6)

have spectral densities Ql' Q, and R respectively.

parameters from the system parametors are defined

as
aFy, = Fyy - Fpy (4-7)
L d
aH, = Hp -1 (a-8)
(4) Finaily, the covariance of the estirmation error, Y] = Xyt Xy, resulting fror

using the f:lter £q. (4-3) a
puted from the following set

X = FXe+XF +60Q¢6" (4-9)
. _ . U , R » .\‘l'
D=} + Ulr,‘ K, ”] )]
x . ' . T .
v X[eF - K oH, Fio - Ky H,l (4-10)
7|
6 Q@ Gy ;
o]
. . . *T
5 (Fyy = K M) Sy e 5, (Fyy Ky Hy oo
+ lAFII - K] AHI ; FIZ - kl Hzl U «
. . e g (4-11)
+ U {AP,] Kl AH' ! T‘Z - k‘ HZ] .
. T . * . *T
+ G, QG . K RK,
where
s, = kX, %7, U s E(x X0, X = F{x x))
anaug
- » ‘ - -
Fiy Fy. b 0 lQ, v
Po. . ¢ - . Q =
', . l o G 0 Q
21 2z L 2 <)
Remanksy:
(') The filter gains used in Lq. (4-3) do not need to result frow an optiaal filte~
design for Ly. (4-1) and

t tre process Eq. (4-4) through ($-6) is to be com-
of equations

(4-2); 1n fact, they can be any gains {(timc-varying of

vonstant), used in the actual failter.
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Remanks (Cont.):

(2) Note that Eq. (4~9) through (4-11) are coupled in one direction, i.e., X. The
covariance of the process without filtering, from Eq. (4-9) is used .o obtain
U via Eq. (4-10) ard finally U is needed in Eq. (4-11) to compute the error co-
variance of the estimate X,

(3) Note also, that for exact system order and parameters (aFyy = 0, &Hy = Q) only
2Q. (4-11) is needed and reduces to

T

Sa (F-K"H s+SCF-xmMTecqgel « kK RK (4-12)

i.e. , a set of linear equations for giyen K*

T F*ruhermore, Eq. (4-i2) is
identical to the Riccati equation for K e PH' R”

i.e., for optimal gains.

The general approach precented in this section is used in the following for two
purposes: first, for verification of the filter reductions by choosing the design model
of Scction 2.4 and the observability consequences of Section 3.3; and second, investiga-
ting the filter sensitivity on parameter changes.

4.2 Filter Reduction via Covariance Analvsis

To verifv the previously mentioned reductions of order and to investigate possible
further reuwuctions, an extensive covariance analysis was performed: first, with refe-
rence tc the design model of order 7 and nominali parsmeters; second, the resulting fil-
ter was analyzed on the full-si-e model of order 15.

The following cases were considered:

(1) A seventh-orler filter for a, 8, v, be, Dn' Dv' dv
(2) A sixth-order filter for a, R, v, Dn, Dv, dV
(3Y A fifth-order filter for o, &, v, Dn. Dv for dv)

(4) A fourth-order filter for a, 8, v, D

(S) A third-order filter for a, 8, ¥

The analysis was performed on the design model and considers in each case the in-
fluence of all neglected quantities. Tne results are summarized in Table 2 and in the
following:

(1) The seventh-order filter prcvides the bounds for the reachable accuracy and serves
as the reference for evaluaticn.

(2) 1t is very irteresting to note that the following filters of order 6 to 4 provide
the same a<curacy as the scventh-order one in the remaining states. (However, their
selfdiagnostic is too optimistic, as expecte<.) For that reason, it is - at least
for the short estimation interval of 3 minutes - most efficient to implement only a
filter of fourth-order. If longer duration for fine alignment is aliowed, or if
larger values of the (onbservable) drift components have to be considered, a sixth-
order filter can provide improved estimates on D, 0,, and dy, and reduce their un-
desirable influerce on the estimates of a and R. However, a noticeable effect during
an interval of 10 minutes occurs onl: in estimating U, and its infiuence on A (see
Table 2). The quantities D, ard especially dy can only be estimated if a very long
observation time were allowed.

(3) A further reduction to a filter of third-order secems not to be appropriate in com-
parison with the results for the fourih-order filter: the accuracy of the estimate
of 3 deteriorates significantly (see Table 2j.

As a result, a fourth-order filter seems to be the best compromise between estima-
tion accuracy and experditure for amplementailon.

In order to veri1f; that all neglected quantities are real'y negligible, we analy:zed
the proposed fourth-ovder filter on the full-size model, taking i1nio account all drift
somponents, i.e., kEq. (2.24), as well as the accelercmeter bias terms, Eq. (2-30).

The tesults prove the validity of the preceding reductions:

{('; Within an estimation poricd of at least up to 15 minutes the random ramps are negli-
gible. Their inclusion would not 1n any respect improve the cstimates.

(2) The unobservable bias terms D¢, Re, and K, do contribute to the estimaiion crror.
However, their inclusion in the filter would not bring any advantage hbecause of the
fi1lter's 1nabilaity te reduce their uncertainties,

e
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The difference between the previocus seventh-order analysis and the present one is
due only to the accelerometer bias terms. The error var,ances of o and 8 are higher by
exactly these sensor biases (0.36 x 10-8 rad¢). The influence is still modest: about
30 after 3 minutes and a factor of 2 after 10 minutes in the a and 8 vaviances; no
change at all in y.

The situation, however, changes significantly if the noise level of the accelerome-
ter is lower, as se shall see.

4.3 Analysis of the Proposed Filter Undel Parameter Uncertainties

To lonali-~e the sensitivity of the filter with Tespect to parameter uncertainties,
only some of the parameters were changed in each of the following cases.

4.3.,1 Variation of the Drift Time Constant

The nominsl value of the drift Lime constant is T, » 37 minutes; the variation about
this value can be as big as 20 minutes (7). Of most significance could be the variation
tc lower values, since fcr higher values the drlt& d,. approaches a bias. It was, there-
fore, investigited howv a filter (designed for T - \ minutes) behaves if actually
Ty = 17 minultes.

As expected, the rtesult was as follows: <the analysis of the seventh-order filter on
the seventh-order process yield.d a slight change only in the estimate of dy; all other
errors remained uncharged in the relevant figures; this was also the case for the low-
order Yilters down to order 4. The reason for this behavior is due to the fact that the
time constant of the drift is still relatively large with respect to the observation time
and, moreover, the effect of d, on the physical quantities 1. modest.

4.3.2 Variacion of the Drift Ncise Level

Because upper bounds were assumed for the drifts in the previous ccnsiderations, the
results obtained are on the pessimistic side, i.c¢. if tie actual Jrift level is iower,
the filter may allow better accuracy as indicated so far. Especially, if the spectral
densities {Q-matrix) are nominally set fairly higzh. Thus, we investigated two cases:

Case 1: Llowering the spectral density parametcrs by a factor of °, but keeping the
initial variances of the dritt to their nomin~l values., 71h1s corresponds -0 an uncali-
brated platform with rather big bias terms (0.5 ©/h).

Case 2: Lowering in addition the bias D¢ to 0.04 O/h, corresponding to a calibrated
platforn. This value could also be achieved for a noncalib.ated platform by the {ollow-

ing procedure: Turn the whole platform so that the elst-t.est g\ro becomes_ a north-scuth
grro, i.e., Dg * Dp'; estimate the north-south's gyro drift D i.e. ﬁv = D, for some minutes
and turn the platform to its normal attitude. .

The results are summarized in Table 3: <there is no significant change in the accu-
tacy of a «und 8 as compared with the nominal case. This is not surprising since their
error nailrly depends on the accuracy of the accelerometer. The azimuth estimate is im-
proved slightly in Case 1. The size of the spectral density Q is already such that its
influence on the state estimates is modest. This was confiraed by letring } = O and
st1ll having about the same results. Significant changes in the azimut™ est.mate are,
howeve T, recorded in Case 2, whcre che azimuth error variance is improved after 3 minutes
by one order of magnitude and after 10 minutes by two orders ot magnitude as compared to
the nomiaal. This result is caused by the fact that the uncbservable drift De which rests
upon y 1s miuch lower.

4.3.3 Variaivion of the Accelerometer Noise Level

Last, but nut ieast, the inflvence of the acceleromete. noase level on the filter
accuracy was investigated. This is of special interest, since it is expected that tne de-
pendency 15 very significant and accelerometer signals of different quality are availabic,
Eq. (2-27)

The results were computed with the low values in the drift as previously described
and can pe summarized as follows (see Tablc 4):

The strongest 1nfluence to be recorded 1s on the accuracy of estimating a and &; in
fact, che ontimal filizr's variances are direct proportional to R (sec Table 4). The in-
fluence on the accuracy of the a:timuth <stimatc 1is not as hig.

It is very intercsting to note that the filter designed wich the 1ncorrect values
(R*) and analyzecu with the correct values (R) does notr deteriorate significuntly. That
is, evern if the design values for the noilse are set wrongly (at R ) and the real values
are higher {(at R} the filter 1s sti1li able to provide almost optimal estimates (see Table 4).

Also, an accelercaeter bias of 6-107° g may no lene he negligibhle. Therefore we
added this bias teo the error budget for Case 1, leading considerably higher error va-
riances for au and R (see Tahle 4). Especially with respoit to u, 1t does not pay to search

for improved signals 1n v (wiite noise) a< long as we nave to deal with the above-m>r-
tioned bias. In this cas€, the hias determines the level of the error 1n a.
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S. RESUME, EXPERIMENTAL VERIFICATION, AND PUTURE INVESTIGATIONS

S.1 Resumé

This presentation demonstrates the steps to be taken to design low-order efficient
state estimators for the problem of fast and fine alignment of inertial platforms. The
characteristic features of this sctudy can be summarized as follows:

(1) The investigation is based or a thorough modelling of gyro drift and accelerometer
noise. The stochastic models are determined ‘through evaluating extensive series
of tests.

(2) The overall system dynamics is formulated within the framework of kinematic modell-
ing leading to a reduced-order filter, which is insensitive with respect to certain
parameters.

(3) For the relatively short-term operation, in the present problem only some of the
identified components of the noise models have significant influence.

(4) An observability study in connection with an investigation of the filter's own co-
variance behavior proves to be a source of further reductions.

(S) Finally, a complete covariance analysis is performed to check whether the suggested
simplifications are allowed and to investigate the filter's reaction to certain pa-
rameter variations.

From the numerical results we can draw the following conclusions:

(1) It is sufficient to implement a fourth-order filter for a, B, vy, and Dy, since addi-
tional components are either not observable (Des Bes and B;) or their error variance
is not significantly reduced within the observation time in the range of 3 - 10 mi-
nutes (D, and d,).

(2) The influence of the gyro-drift parameters show that the resulting filter is rather
insensitive with respect to the variation of these values.

(3) The estimation accuracy depends largely on the size of the accelerometer noise level.
However, it is surprising that a filter designed with incorrect values for this noise
does not deteriorate significantly when compared to the optimal filter.

(4) Typical error reductions in the alignment angles are almost two orders of magnitude

in a, B8 and vy within 3 minutes of operation. It has to be taken into account that
a, B are already much better known at the beginning of the fine-alignment.

5.2 Experimental Verification

To verify the theoretical considerations the following test configuration was set up
at the DFVLR laboratories in Braunschweig:

An LN3-platform was opened to read the outputs of the two horizontal accelerometers.
These signals were fed into the Kalman filter; the filter was approximated by its discre-
te pendant, which was programmed on an EAI Pacer 100 process computer. Due to the esti-
mates provided by the filter, torquer signals were applied to align the platform to its
nominal attitude. To read out the exact misalignment angles for comparison with those
indicated by the filter, the platform was opened and a mirror was attached whose posi-
tion can be recorded with the help of a collimator.

The first encouraging results of the experimental verification are available [6].
Details will be shown in the oral presentation.

5.3 Future Investigations

Future investigations will include the influence of prefiltering of sensor data, the
incorporation of temperature models for the noise terms as well as tests of the complete
system within the vehicle.
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